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ABSTRACT

TAMER SAMAK. Multi-destination rendezvous in cognitive radio networks.
(Under the direction of DR. JIANG (LINDA) XIE)

The radio spectrum is a limited natural resource and the increase of wireless devices

operating in the unlicensed bands of the spectrum has led to its overcrowding resulting

in poor performance of those radio devices. Moreover, the static spectrum allocation

has resulted in low spectrum e�ciency in the licensed bands. Those factors, in addi-

tion to the recent growth in data greedy apps and their need for more bandwidth, have

made enhancing the usage of radio spectrum a highly desirable objective. Cognitive

radio (CR) networks are designed based on the concept of dynamic spectrum sharing

where CR users can opportunistically share the radio resources that might have equal

or unequal access rights. Intelligent CR device can sense and identify vacant areas or

spectrum holes that can be used for communications thus maximizing the utilization.

In CR networks, rendezvous is when two secondary users tune to the same fre-

quency channel simultaneously so that they can communicate with each other. The

rendezvous delay, a.k.a the time to rendezvous (TTR), has been a highly focused

topic for research. Most existing papers tried to reduce the TTR between a pair of

secondary users (SUs), a source and a destination. To the best of our knowledge, no

paper has previously considered the scenario of a SU sender having di�erent packets

in its bu�er for multiple destinations. Those who approached a similar scenario relied

on a common control channel or the presence of multiple radios. In this research, we

consider blind rendezvous using a single radio. We propose a new rendezvous protocol

to handle the multiple destination scenario to decrease the overall TTR and increase

the throughput, thus enhancing the overall performance of the CR network. Extensive

simulations are carried out to demonstrate the proposed protocol performance.
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CHAPTER 1: INTRODUCTION

1.1 Background

Nowadays spectrum-based technologies are of growing interest among research

within academia, industry and spectrum policy makers, and are increasingly the real

drivers of innovation in telecommunications. The radio spectrum is a limited natu-

ral resource, and the increase and success of wireless devices operating in unlicensed

bands of the spectrum has led to overcrowding of those bands leading to poor perfor-

mance of these radio devices. Moreover, the static spectrum allocation has resulted

in low spectrum e�ciency in licensed bands.

Consequently with the recent growth in data apps and the need of more bandwidth

to accommodate such data greedy apps, enhancing the usage of the radio spectrum

became a highly desirable objective

�Cognitive Radio� has emerged as a new design for next generation wireless

networks. Cognitive radio networks are designed based on the concept of dynamic

spectrum sharing where cognitive radio users can opportunistically share the radio

resources that might have equal or unequal access rights. In cognitive radio networks

secondary (unlicensed) users are allowed to transmit as long as they do not degrade

primary (licensed) users' communication.

A conventional, hardware-based wireless device can access only one area of the

radio spectrum, but an intelligent cognitive radio device can sense and identify �white

spaces�, �spectrum holes� as shown in Figure 1, or vacant areas, in the spectrum that

can be used for communications thus maximizing the utilization of the limited radio

bandwidth.

In such environment where secondary users have no previous knowledge of the
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channels that will be used for their communication, it is hard for the sender and the

receiver to �nd each other on the same channel which is known as the rendezvous.

Some earlier studies suggested the use of a common control channel where users can

communicate control information such as the channel on which the communication

will occur between secondary users but such suggestion proved to su�er many prob-

lems, which led to researchers trying to avoid the use of a common control channel

to coordinate the rendezvous of secondary users, such is known as blind rendezvous.

1.2 Problem Statement and Research Motivation

For blind rendezvous between secondary users, channel hopping is a very common

technique to achieve the rendezvous in such cognitive environment between a sender

and a receiver. Many studies have researched the hopping sequence and many al-

gorithms were proposed to ensure that the rendezvous between two secondary users

would occur if they have at least one channel in common available for their communi-

cation. The rendezvous delay, also known as the time to rendezvous (TTR), has been

a highly focused topic for research. Most papers tried to reduce the TTR between a

pair of secondary users (SUs) using various techniques, among which tampering with

the hopping sequence is a signi�cant one.

Most of the papers have considered the scenario of a pairwise rendezvous where

a sender has information to transmit to a single destination. However, none of the

existing papers have considered the multi-destination rendezvous scenario. Some

papers approached close scenarios relying on the presence of multiple radios or trying

to unify the channel hopping sequence for all users. Using multiple radios would

increase the cost. On the other hand, trying to unify the channel hopping sequence

for all users results in the overhead of spreading information between the SUs in the

process of building a uni�ed hopping sequence. Moreover the available channel sets

of di�erent SUs dynamically change all the time so the uni�ed built sequence will

need to be revisited revisited all the time in such cognitive environment which would
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result in more overhead.

To the best of our knowledge, no papers have previously considered the scenario

of a SU sender having di�erent packets in its bu�er for multiple destinations. That

means the multi-destination scenario would be always treated in a traditional �rst-

in-�rst-out way where destinations would be handled sequentially resulting in severe

issues. Handling destinations in such sequential way with the usual rendezvous delay

would result in extremely longer mean time to rendezvous (MTTR). Longer average

rendezvous delays would result in lower throughput as longer time would be wasted

for the sake of achieving rendezvous instead of actually transmitting data. Obviously,

lower throughput in the network means performance degradation and lower quality of

service (QoS). In a cognitive radio network where channels are not always available for

SUs and where power restrictions exist on SUs' transmissions so as not to degrade PUs

performance, the QoS is already lower than that of a similar primary users network.

Therefore, QoS in a cognitive radio network should not be allowed to further su�ocate.

1.3 Contributions

We propose a new rendezvous protocol to handle the multi-destinations scenario,

without having to use more than a single radio interface. Using this protocol, the

contents of the transmission bu�er will be analyzed. In addition, the transmission of

di�erent messages to a group of destinations will be handled as one whole, instead of

being handled sequentially as the traditional �rst-in-�rst-out technique.

Simulations of the performance of the new protocol demonstrate a decrease in the

overall time to rendezvous (TTR) and increase in the throughput, thus an overall

enhancement in the performance of the cognitive radio (CR) network.

1.4 Organization of the Thesis

The rest of this thesis is organized as follows. In Chapter 2, we shed more light

on the background of cognitive radio networks and related work. In Chapter 3,
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Our proposal is explained showing the scheme design details and considerations. In

Chapter 4, we show the performance evaluation of our proposed scheme. In chapter

5, we provide a summary of the contributions and present a proposal for future work.



CHAPTER 2: BACKGROUND AND RELATED WORK

2.1 Motivation and Background of Cognitive Radio Networks

2.1.1 Motivation of Cognitive Radio

In the age of information, data communication has become a vital part of our

daily lives and also an integral part of all aspects of modern society. Today data

communication is essential for �nancial transactions, social interactions, education,

..etc. As a result, the number of data applications and the number of their users are

signi�cantly growing. In addition, many diverse services have evolved such as voice

over IP telephony (VoIP), web browsing, instant messaging, multimedia messaging,

video streaming, ..etc., each with di�erent performance requirements in regards to

bandwidth/data rate, latency, power consumption, quality of service, ..etc. Moreover,

there is a rapid growth in the number of new users and the number of new wireless

services being o�ered as shown in the below Figure 2.1.

Figure 2.1: US Cell Phone Subscriber Growth 2015 [1]

In order to satisfy such requirements and to accommodate the rapid growth in
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the wireless devices, more bandwidth is required. As mentioned earlier, The radio

spectrum is a limited natural resource, and the increase and the success of wireless de-

vices operating in the unlicensed bands of the spectrum has led to their overcrowding

leading to poor performance of these radio devices. Moreover, the static spectrum

allocation - Figure 2.2 - has resulted in low spectrum e�ciency in licensed bands.

Recent measurements by FCC show that up to 85% of the allocated spectrum is not

e�ciently utilized and with the recent growth in data apps and the need of more

bandwidth to accommodate such data greedy apps, enhancing the usage of the radio

spectrum has become a necessity.

Figure 2.2: United States Frequency Allocations as of January 2016; The Radio
Spectrum [2]

Conventional wireless communication devices are constrained in operation. They
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serve only �xed applications (e.g. LTE, WLAN, Bluetooth) and they have �xed modes

of operation (e.g. modulation scheme, data rates, power levels). Moreover they can

access only �xed frequency bands of operation. With that mentioned, it is obvious

that conventional wireless communication devices with their constrained capabilities

cannot contribute to solving the spectrum underutilization problem which implies

that a di�erent tier of wireless communication devices is needed. [9]

2.1.2 Cognitive Radio Networks

Cognitive radio has emerged as a new design for next generation wireless networks.

A cognitive radio is intelligent wireless communications system based on SDR tech-

nology. The Software de�ned radio (SDR) is an enabling technology that allows

the Cognitive radio device to operate with much less constraints than those of the

conventional wireless device.

In the strict de�nition, �A cognitive radio (CR) is a radio that can change its trans-

mitter parameters based on interaction with the environment in which it operates.�

� FCC

We de�ne primary users (PU) as licensed users, those users or entities who have

payed for exclusive access of some parts of the spectrum on full time basis whether

they are actually using that part of the spectrum or not - spectrum owners. Secondary

users (SU) are the unlicensed users/entities who have the capabilities to access wider

parts of the spectrum whether licensed or unlicensed, and those users/entities have

lower priority accessing the licensed parts of the spectrum.

Cognitive radio networks are designed based on the concept of dynamic spectrum

sharing where cognitive radio users can opportunistically share the radio resources

that might have equal or unequal access rights. In cognitive radio networks, secondary

(unlicensed) users are allowed to transmit as long as they do not degrade primary

(licensed) users' communications

An intelligent cognitive radio device can sense and identify �white spaces�, �spec-
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trum holes� as shown in Figure. (again), or vacant areas, in the spectrum that can be

used for communications thus maximizing the utilization of the limited radio band-

width. [9]

2.1.3 Cognitive Radio Network Infrastructure

From a control point of view, the cognitive radio networks can be classi�ed into

either of two models:

a. Centralized: where a central entity, most commonly a base station, Figure 2.3,

controls the sharing and allocation of spectrum and communication resources.

In such model, network nodes are synchronized and there are common coordi-

nated Quiet Periods (QP) where all CR-nodes halt their transmission and listen

(sense) the spectrum to detect Primary Users' activity. Gathered information

about PU activity is shared among nodes through a database which holds in-

formation about PU activity on all scanned channels, thus each node can rely

on that database for information about spectrum holes rather than relying on

self-results obtained through sensing spectrum bands. A common example for

such network model is the one using the IEEE 802.22 MAC standard.

Figure 2.3: Centralized Infrastructure [3]

b. Distributed: where there is no central entity responsible for control. Nodes op-
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erate in an ad-Hoc fashion, as shown in Figure 2.4, where every nodes contends

to access the spectrum, most commonly using the CSMA/CA access technique.

Such model supports that the node can operate both in an asynchronous mode

or in synchronous mode. For synchronous mode, synchronization can take place

through broadcasting a beacon in a common control channel. Quiet Periods in

such model are either coordinated or uncoordinated throughout the network,

thus each node can choose when to transmit and when to become silent to listen

for PU activity. Of course for such model, information about spectrum holes is

collected by each node through sensing of the spectrum bands

Figure 2.4: Distributed Infrastructure [3]

2.1.4 Cognitive Radio Medium Access Control

Cognitive radio Networks, as any other conventional network, can be modeled using

the 7-Layers OSI model or the TCP/IP model but taking into consideration that Layer

2 (MAC layer) and Layer 1 (the physical layer) both operate in close collaboration and

are tightly bonded, as shown in Figure 2.5, for a CRN successful operation. CR-MACs

must support cross layer design for secondary system performance enhancements.
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Figure 2.5: Close Collaboration in lower layers of CR network [4]

Conventional MAC protocols were designed mainly for e�cient utilization of the

available communication resources over statically allocated spectrum which is con-

stantly available and were classi�ed mainly based on the access scheme. CR-MAC

protocols are designed for e�cient utilization of the available spectrum for secondary

usage, protection of the primary users by avoiding harmful interference to them and

avoiding colliding with them as well, also fast recovery of the spectrum variability.

CR-MACs have to deal with variable spectrum availability varying in time/space/frequency.

Among the generic CR-MAC functionalities are spectrum sensing, spectrum sharing

and control channel management with their aspects, as shown in Figure 2.6, which

will be discussed in the following sections
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Figure 2.6: Close Collaboration in lower layers of CR network [5]

2.1.4.1 Spectrum Sensing

A. When to Sense

• Reactive Sensing: Sensing for new PU-free channels occurs reactively when

the PU appears on the current SU channel, or when the SU moves to a

new location and therefore has to look for a new channel, or when needed

to increase the reliability on a certain PU channel

• Proactive Sensing: occurs to have an estimate and prediction of PU activity

patterns, also when a statistical model of channel availability / occupancy

is desired

IEEE 802.22 MAC standard which was deployed in the CRN operating on the
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U.S. TV bands [54 - 865 MHz], has speci�ed fast sensing as its proactive sensing

mode, also speci�ed �ne sensing as its reactive sensing mode, as shown in Figure

2.7, where sensing takes place for extended intervals to allow for the application

of advanced signal detection techniques to detect the PU, e.g. feature detection.

Figure 2.7: Fine versus fast sensing [5]

B. How to detect

• Blind: blind detection approach requires no prior knowledge about type/

structure of PU network and signals. This approach employs either the

energy detection or the autocorrelation and Higher-Order-Statistical de-

tection (HOS) detection. The energy detection is where the sensed power

over the spectrum band is compared to a threshold to determine whether

PU is present. Although this is an easy process to detect a PU, it re-

sults in poor performance as false alarms about PU presence can result

from any other form of energy present even if it was a noise source. The

autocorrelation and HOS provides better PU detection results. HOS was

incorporated in the IEEE 802.22 standard

• Feature Detection: which relies on matched �lter and cyclostationary de-

tection of the cyclic or periodic form (similar to sine and cosine and their

harmonics) of the PU modulated signal. Feature detection can also dis-

tinguish PU from SU signals on the cost of complexity. Feature detection
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requires more time for detection and needs higher computational power to

implement

• Cooperative environments: where nodes cooperate to detect PU by sharing

their sensing output, then each node can get a more assured result of the

presence of PU.

Though such cooperation results in better detection, specially with hidden

terminal issue, it incurs higher control bandwidth cost

Radio Environment Maps (REM) is a recent approach that was suggested

in cooperative environments where sensing outputs from nodes will be used

to build a map showing the history of PU activity in a certain region and

predicting PU activity patterns. Such maps will be stored in regional

databases which will incur additional costs

C. Where to Sense

• Single vs. Multiple Radio: a wireless device with more than one transceiver

can scan more than one PU band at the same time which is more e�cient

locating spectrum opportunities. Of course this comes at the cost of extra

hardware leading to increase the price of the wireless device.

• In-band vs. Out-of-band: In-band sensing occurs on the same channel

where secondary data transfer concurrently takes place thus avoiding col-

lisions with PUs and SUs as well. Out-of-band sensing can take two forms,

split-phase which occurs in cyclic fashion with data transmission, as shown

in Figure 2.8 and concurrent which can only occur if the wireless device

possesses multi-antenna/radio capability. Concurrent out-of-band sensing

achieves better e�ciency but at the hardware extra cost.
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Figure 2.8: Split phase sensing [6]

D. How Long to Sense

A SU can stop sensing at the detection of an idle PU channel, N idle PU channels

or when the optimal sensing stopping rule (economy science) is realized that is

when the current reward is more than the expected reward.

2.1.4.2 Spectrum Sharing

A. How to Access

Many access techniques can be utilized each multiplexing users in a di�erent

dimension, CSMA, OFDMA using di�erent frequencies, SDMA di�er in space,

CDMA using di�erent codes, TDMA/FDMA and DFH both using di�erent

time/frequency combinations. Among these CSMA is the only natural �cogni-

tive� (opportunistic) multiple access scheme. It avoids collisions between the

involved radios (SU to PU or among SUs) by adapting the contention windows,

back-o� durations.

B. How to Share (Sharing Modes)

i. Underlay: SUs must not to exceed the Max. Noise threshold of PUs

so as not to cause harmful interference or degrade their communication.

To achieve that, SUs communication must be spread using sophisticated

spread spectrum techniques as shown in Figure 2.9.
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Figure 2.9: Underlay [7]

ii. Overlay: The secondary system cooperates o�ering potential bene�ts to

the primary system, for example it may aid relaying some information on

behalf of the primary system, or assist detecting a hidden terminal.

iii. Interweave: SUs access PU-free channels only as shown in Figure 2.10.

Such mode results in minimized interference to the PUs.

Figure 2.10: Overlay [7]

C. How to Vacate PU Channel (Handover)
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Figure 2.11: Handover [5]

• Static: The SU holds transmission and waits till the same PU channel is

free again, i.e., waits till the PU �nishes its whole transmission. As clear

from Figure 2.11, this is the most ine�cient method resulting in dwelling

latency for the CR secondary system.

• Reactive: SU initiates the handover to a new channel only at PU appear-

ance.

• Proactive: based on previously learned PU patterns, SU can predict the

PU appearance moment. This results in low latency, as shown in Figure

2.11, for SU transmissions but on the cost of higher computational com-

plexity. In case of poor PU patterns prediction, the CR system can su�er

degradation.

• Hybrid: proactive to sense and reactive to decide to switch channel.

A common hardware constraint on the process of handover is: how fast can SU

switch channels.
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2.1.4.3 Rendezvous Techniques

A. Common Control Channel (CCC): Two SUs meet on the same channel in a

cognitive radio environment with the use of dedicated common control channel

(CCC). But such CCC can su�er scalability issues. It may get congested with

the increase in number of users resulting in a bottleneck [10].

In addition, the availability of the CCC may change with time and if it becomes

unavailable it will disrupt the SUs operation due to the loss of control messages

[11]. Moreover, the CCC can su�er jamming or interference and can be viewed

as a single point of failure. Any degradation on such channel for any reasons

would degrade the performance of the whole CR network (secondary system)

resulting in lower QoS.

One option was to have a reserved CCC channel, but then this would be against

the CR concept [12]. On the other hand, if it is dynamic, it would be more

di�cult and nodes may lose contact with each other [13].

All the aforementioned issues have led researchers to consider di�erent tech-

niques, among which the blind rendezvous was the most practical.

B. Blind Rendezvous: Two SUs meet on the same channel without the help of any

central controller nor dedicated CCC. A common approach is the use of channel-

hopping (CH) where each user hops on a certain set of available channels for

rendezvous with the potential neighbors [14].

The user can visit multiple channels at the same time or single channel at a

time based on its radio capabilities. The more sophisticated the radio capabili-

ties, the more the cost of the radio. Several CH algorithms have been proposed

in literature for single channel visiting such as list based, random based, prob-

abilistic based and sequence based to achieve rendezvous between CRN users

[12].
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In all such CH algorithms, the SU node visits channels one channel at a time, one

by one in di�erent ways based on the algorithm used. Each time the SU visits a

channel, it sends a Request-To-Send (RTS) message based on the Carrier Sense

Multiple Access with Collision Avoidance (CSMA/CA) mechanism in IEEE

802.11. The SU then waits on the same channel to hear the Clear-to-Send

(CTS) message from its intended receiver. If it didn't hear the CTS message

within the length of the time slot, it keeps hopping channels sending RTS on

each new channel it lands on as shown in Figure 2.12. Therefore, the length of

the time slot is equivalent to the time needed to exchange an RTS and a CTS

[8].

Figure 2.12: Rendezvous procedure [8]

Once the two SUs have found each other, they exchange hopping parameters

and they keep hopping together. The data transmission can take place then.

Jump-Stay is the state-of-the-art algorithm that provides guaranteed blind ren-

dezvous. It combines the common channel hopping technique with a stay stage

where each user stays on a certain channel for a number of time slots [10].

2.2 Related Work

We have surveyed the available literature - as far to our knowledge - that might have

touched the topic of multi-destination rendezvous. Since the closest available form

communication that involves having speci�c multiple destinations is the multicast,

multicast techniques were exploited in various technologies.
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2.2.1 WiFi

With the legacy based IEEE 802.11 technology using the CSMA/CA access tech-

nique, there is no explicit mechanism for multicasting at MAC layer. Multicast pack-

ets are sent as single hop broadcast packets reaching all nodes in the neighborhood

with a single transmission. The MAC layer speci�cations has no recovery mechanism

at the MAC layer for lost broadcast frames. The use of handshaking procedures

such as RTS/CTS and acknowledgments (ACKs) is not allowed. Consequently any

unsuccessfully transmitted packets are lost.

This no con�rmation rule was mainly to avoid CTS collisions. Researchers have

suggested various techniques to solve such issue. Some suggested sending CTS at

di�erent times [15][16]. Others suggested sending the ACK following the order of the

appearance of destinations in an extended multicast header or similar [17].

Another proposed scheme was using multiple unicast transmissions for multicast

and multiple RTS/CTS handshakes, which proved to be reliable but incurred much

delay and overhead [18]. Another proposed scheme was dividing the destinations into

groups and use the group cast retries (GCR) which incurs transmitting the frame

many times to each group to increase the probability of successful delivery and thus

increase the reliability [19].

2.2.2 Bluetooth

In a Bluetooth scatternet, di�erent piconets adopt di�erent channel hopping se-

quences and therefore remain at di�erent channels at the same time. When a master

broadcasts a multicast message, only its slave in the piconet can receive the message.

The receiving nodes will check the multicast ID of the message. If it belongs to the

group, they keep the message, otherwise, the message is dropped. Forwarding nodes

get to relay the message to the rest of the tree in the scatternet [20]. [21] suggests

a form of collaboration between the nodes where each capable node in the path col-
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laborates and becomes a source itself transmitting the multicast message to other

nodes.

To relay multicast messages in Bluetooth through multiple unicast transmissions or

�ooding the scatternet piconet-wide broadcast, clearly would result in ine�ciency, so

a technique was proposed where the master allocates slots for slaves to communicate

directly without the master interaction. The scheme can also serve as multi-slave

communication hence emulating a multicast-like (i.e., group) communication within

the piconet. The schedule has to be transmitted to all the slave devices so that

each one of them can determine when to transmit and when to listen [22]. Other

techniques involve varying the transmission power of the masters. However, that

means broadcasting instead of constructing a multicast tree is still being used [23]

2.2.3 Various Wireless Technologies

While many papers [24][25][26][27][28][29] have considered the problem of multiple-

destinations in the upper network layer, through routing protocols in wireless, cogni-

tive radio networks, or considering the point of view from point to multipoint from

the radio side(e.g.: directing transmissions from point (BS) to multipoint(other base

stations), others were still about using the usual �ooding technique in the MAC layer

but in a more e�ective manner [30][31][32]. Other papers were concerned with mul-

ticast routing protocols and building the tree using breadth �rst search (BFS) in

wireless multichannel mesh networks [33][34][35][36]. They relied on the assumption

that the topology is somewhat considered stationary and channels available are al-

ready known to both the transmitter and receiver and devised algorithms on how to

assign channels based on that; an assumption which is not valid in CR networks. In

addition to the traditional idea of having multiple radios [37] which achieves better

e�ciency but at the hardware extra cost.
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2.2.4 Cognitive Radio Networks

Multicast in CRNs followed similar techniques, one is where a single multicast

transmission is broken into many small unicast transmissions introducing signi�cant

switching delay [38]. A form of collaboration is also suggested between the nodes

where some of the receiving members of a multicast group assist the source by relaying

the multicast message to other nodes [39] [40] [41]. Moreover for rendezvous, they

relied on a common control channel (CCC) not blind rendezvous [42] [43]. Other

techniques used for multicast in CRNs include optimization, machine learning and

game theory [38], those need much of information - overhead - to be applicable.

Network coding (NC) [39] [38] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55]

[56] [57] has emerged as a very promising technique to enhance multicast throughput,

reduce multicast time, provide protection and increase reliability in wireless networks.

It is a form of source coding but is also applicable at intermediate nodes. It allows

the nodes to perform packet combination instead of just forwarding them as is. The

bitwise XORing of packets is considered the simplest form of network coding. It helps

to increase the throughput in a network with multiple paths.

Network coding has many applications but in CRNs, it is mainly used for through-

put increase. Moreover, it can also be used to create a virtual control channel which

is robust against packet loss and link failure. Network coding of packets acts as if a

control channel is provided as it carries all control information from nodes coded in

a packet.

Considering the blind rendezvous process in the available literature, it was found

that they were mainly concerned with channel hopping sequences. Some tried to

manipulate the hopping sequence to achieve multiple parallel single destination ren-

dezvous at the same time [58] while others others adopted the idea of using multiple

radios to enhance the MTTR at the cost of extra hardware [59]. [10] tried to unify

and shorten the channel hopping sequence for all users. It relied on spreading infor-
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mation between the SUs in the process of building a uni�ed hopping sequence which

would result in overhead. Moreover available channel sets of SUs dynamically change

all the time, so the uni�ed built sequence will need to be always revisited in such

cognitive environment which would result in more overhead.

2.2.5 Summary of Related Work

In summary, all the available literature have not considered or have not provided

any speci�c modi�cation to accommodate the multi-destination rendezvous on a single

radio interface in cognitive radio networks.



CHAPTER 3: PROPOSED MULTI-DESTINATION RENDEZVOUS PROTOCOL

In this chapter, we present the proposed multi-destination rendezvous protocol.

First, we explain the system model considered in the proposed protocol. Then, we

provide the details of the proposed multi-destination rendezvous protocol. Next we

demonstrate the design considerations and the assumptions. Finally, we consider the

proposed protocol within di�erent scenarios.

3.1 System Model

In a cognitive radio network system, we have a number of SUs and a number of

PUs. The PUs are licensed to use a part of the spectrum which is divided to a �xed

number of channels. SUs are trying to opportunistically share those channels. The

SUs can detect the PUs and other SUs within their sensing range which is governed by

their hardware. Based on that sensing range, SUs can detect the vacant PU channels

and therefore build their own sets of vacant channels. Once a SU has packets to

transmit to another SU, it starts hopping the channels in search for that destination

SU. While hopping channels, the SU sends an RTS on each channel it lands on in hopes

of �nding the desired destination. The system is time-slotted. Based on the Carrier

Sense Multiple Access with Collision Avoidance (CSMA/CA) mechanism in IEEE

802.11, the SU stays on each channel for one time slot to achieve a basic handshake

process, it sends an RTS, then it waits on the channel for the time to receive a CTS

from the desired destination, Figure 3.1, if no CTS was received, the SU just resumes

channel hopping. The channel hopping sequence is generated following the state-of-

the-art enhanced jump-stay rendezvous algorithm for cognitive radio networks [60]. if

the SU receives the CTS from its intended destination SU, that means the handshake
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was successful, then both of them will stay on the same channel and data transmission

can then take place between them.

Figure 3.1: IEEE 802.11 CSMA/CA RTS and CTS

3.2 The Multi-destination Rendezvous Protocol

For the described system model in the previous section, our protocol handles the

scenario where a source SU has di�erent data packets in its bu�er for multiple desti-

nation SUs. In the normal scenario, such packets will be handled with the traditional

�rst in �rst served (FIFS) technique. The source SU will check the �rst packet in its

bu�er, determine a destination address and then create an RTS packet based on that

destination address. The SU will then start hopping channels sending such RTS on

each channel hoping to �nd that desired speci�c destination. Once the desired SU

destination is found, such SU will send a CTS to complete the handshake and data

transmission will take place. When the data transmission is concluded, the source SU

will again consider the next packet in its bu�er, check the destination address and

continue to repeat the whole procedure. Such sequential FIFS procedure is ine�cient

specially in a cognitive environment where much of the system time would be wasted

�nding destination SUs and achieving rendezvous, moreover, it would result in ex-

tremely longer MTTR. Wasting the system time in achieving rendezvous instead of

making use of such time to actually transmit data would result in lower throughputs.

Consequently, lower throughputs in the network would mean performance degrada-
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tion and lower quality of service (QoS). In a cognitive radio network where channels

are not always available for SUs and where power restrictions exist on SUs' transmis-

sions so as not to degrade PUs performance, the QoS is already lower than that of a

similar primary users network. Therefore, QoS in a cognitive radio network should

not be allowed to further su�ocate.

Our proposed protocol comes handy to handle the multi-destination rendezvous

scenario. It comprises the following procedures carried out by the source SU and

the receiving SU, also interpreted in the �ow charts in Figures 3.4 and 3.5 for the

transmitter and the receiver SUs respectively.

1. The source SU will have the packets that need to be sent to the various des-

tinations already available in its bu�er as shown in Figure 3.2(a). The source

SU will arrange and combine the packets intended for each of the destinations,

as shown in Figure 3.2(b) as many as allowed by the maximum transfer unit of

the system (MTU).

Figure 3.2: Source SU combines packets of various destinations in its bu�er

2. The source SU will then apply the Network Coding technique. It will be applied

on the destination addresses of the intended SUs found in the bu�er. The source

SU will apply the simplest form of network coding which is an XOR operation

on each two destination addresses (chosen randomly from the bu�er).

3.a. The source SU will create an RTS of the regular length as speci�ed in the

CSMA/CA mechanism, with the usual control frame type (01) and the subtype
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of 1011 indicating an RTS. Instead of inserting one destination address in the

6 bytes destination address �eld, it will insert the coded destination address

word which now combines two destination addresses into one �eld (6 bytes), as

shown in Figure 3.3(a).

Figure 3.3: Modi�ed RTS

3.b. Or: The source SU will create an RTS of a longer length than that speci�ed in

the CSMA/CA mechanism having multiple 6 bytes destination address �elds to

accommodate more destinations. The source SU will set the frame type to (11)

to indicate a modi�ed RTS and will set the subtype to indicate the number of

destination address �elds in the modi�ed RTS to be sent.

For each 6 bytes destination address �eld, instead of inserting one destination

address, it will insert a coded destination address word which combines two

destination addresses into one �eld (6 bytes). It will insert the next coded

destination address (the next combination of the next two destination address)

in the next 6 bytes destination address �eld and so on till �lling all the available

destination address �elds in the longer RTS, as shown in Figure 3.3(b).

4. The source SU will make use of the hopping sequence generated by the enhanced

jump-stay rendezvous algorithm and will start hopping channels based on that

sequence. The SU will send the RTS on each channel it lands on.
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5. Each SU hearing the RTS on that channel will perform simple XOR processes on

the destination address �eld(s) with its own address to decode the destination

address word. Then, the receiving SU will compare the result(s) of the decode,

if it matches its own address it will proceed to send a regular CTS. Otherwise

it will discard the packet.

Figure 3.4: Source SU
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Figure 3.5: Receiver SUs

3.3 Design Considerations

3.3.1 Network Coding

We have adopted on network coding in the rendezvous process. For the �rst time

network coding is used to code the the destination addresses of the multiple desti-

nations, thus increase the probability of �nding any one of those destinations. The

simplest form of network coding which is the bitwise XORing of packets was used

which can be implemented in the hardware of the Network Interface Cards (NIC) to
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encode and decode the addresses at both SUs. Encoding takes place at the transmit-

ter SU while decoding takes place at the receiver. Due to the speed of performing

XOR operations in the hardware, it should not be adding any signi�cant delays to

the RTS-CTS handshake process.

Based on the rules of XOR Boolean algebra where

A⊕B ⊕B = A (3.1)

A⊕B ⊕ A = B (3.2)

If the RTS is received by DA_1 for example, the RTS will have the coded address

word

DA1 ⊕DA2 (3.3)

DA_1 XORs its own address to the word in (3.3) as follows

DA1 ⊕DA2 ⊕DA1 = DA2 (3.4)

The output will then be XORed one more time to the coded word in (3.3) as follows

DA1 ⊕DA2 ⊕DA2 = DA1 (3.5)

As per (3.5), the resulting output of the process is matching DA_1's own address,

then that receiving SU will send a CTS.

Otherwise, if the received RTS does not contain DA_1, the following will take place

DA3 ⊕DA4 ⊕DA1 = X (3.6)

and then

DA3 ⊕DA4 ⊕X = Y (3.7)
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As seen from (3.7) Y 6= DA1. Therefore, in such case, the packet will be discarded.

Such operations can be performed in parallel in the hardware on all the destination

address �elds.

3.3.2 New RTS Format

The regular length as speci�ed in the 802.11 CSMA/CA, is 20 bytes in length

and has a control(01) frame type and the subtype of 1011 indicating RTS as per the

standard as shown in Figure 3.6.

Figure 3.6: Regular length RTS Frame Control

For the RTS to be able to adapt to the presence of multiple-destinations, it has been

modi�ed. A new RTS has been designed with variable length. The new modi�ed RTS

will have multiple destination address �elds and the frame type for such modi�ed RTS

would be (11). In the frame control part of the RTS, the subtype of four bits would

be used to indicate the number of destination address �elds. With the subtype �eld of

size of four bits, that means it can represent numbers from 0 to 15. The number will

indicate the number of destination address �elds in addition to the original existing

destination address �eld of the original regular RTS. A subtype value of zero will

be used to indicate the value of 16 destination address �elds. That implies that the

modi�ed RTS can have from 2 to 17 destination address �elds, supporting from 4 to

34 coded destination addresses. The RTS would be dynamic, i.e., its length will vary

based on the number of destinations the source has in its bu�er. The relation between



31

the subtype value and the number of destination addresses n can be obtained using

formula (3.8), also shown in Figure 3.7.

Subtypeb = (n− 1)b/2b (3.8)

Figure 3.7: Longer length RTS Frame Control

For example, a source with packets to 5 destinations in its bu�er will form a

modi�ed RTS having 3 destination address �elds and will set the subtype to 2 (0010)b,

A source SU with packets for 8 destinations in its bu�er will form an RTS having 4

destination address �elds and will set the subtype to 3 (0011)b, the type will be set

to (11) for both examples.

The subtype �eld size will not be changed from the original standard and will be

kept at 4 bits to allow for some backward compatibility although this will impose the

limit on the maximum number of addresses that the RTS can hold up to 34.

Each SU receiving an RTS will need to check the frame type and the subtype �eld

to be able to determine and endorse the length of the received RTS, whether it is

the regular RTS or the modi�ed one and how many destination address �elds are

included in this modi�ed RTS.

3.3.3 Time Slot and the Length of RTS

As previously mentioned in section 3.1, the system is time-slotted. The SU stays on

each channel for one time slot to achieve a basic handshake process, after it sends an

RTS, it waits on the channel for the time to receive a CTS from the desired destination,
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if no CTS is received, the SU just resumes channel hopping. Consequently we can

deduce that the minimum length of the time slot is equivalent to the time needed to

exchange the RTS and CTS messages. Depending on the bandwidth of the channel,

the minimum time slot is given by equation 3.9

tmin =
(RTS + CTS)bits

Bandwidth
(3.9)

Of course the length of the time slot should accommodate for round trip delay, prop-

agation and processing delays and synchronization mismatches. [61] discusses the

scenario where the system is asynchronous.

We deduced that the length of the time slot is highly correlated to the length of

the RTS. The minimum length of the RTS is the length of the regular RTS which can

accommodate at least one destination address and with the use of network coding

through our protocol, it can accommodate two. But when we come to discuss the

optimum length of the RTS, we have to consider some factors. For instance, the

length of the RTS cannot increase inde�nitely, it is governed by the subtype �eld size

and can hold a maximum of 34 destination addresses in 17 destination address �elds.

Although the length of the RTS will not a�ect the normalized throughput, it will

a�ect the MTTR. In terms of time slot count, the longer the RTS, the less the MTTR

in number of counted time slots but when we convert that into time, it means that as

the length of the RTS increases, the MTTR will increase as well resulting in longer

delay.

There is a trade-o� here, although handling multiple-destinations together with

the modi�ed longer RTS would result in noticeable enhancement in performance and

network utilization, at a certain length of the longer RTS, the resulting rendezvous

delay may become even longer than the original MTTR of the sequential technique

of handling multiple destinations. Moreover, increasing the length of the RTS, hence
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the system time slot means the packets would be more susceptible to more bit error

rate (BER) and would be liable to fragmentation at lower network layers. In addi-

tion, under the same packet arrival rate, a longer time slot would result in a higher

utilization among the network channels, that is because more arrivals will occur in

the same time slot (as it is longer in time) and such arrivals will not be served in a

timely manner, thus causing channels' overcrowding and eventually blockings in the

next time slots. Consequently, care must be taken when choosing the length of the

RTS in order to keep the MTTR and the aforementioned factors optimum. However

if the system time slot is already long and can support a longer RTS, then the RTS

length can be increased to the upper bound such that the length of the time slot is

slightly larger than tmin as per equation(3.9).

3.3.4 Channel Hopping Sequence

Our proposed protocol is not restricted to a speci�c channel hopping sequence.

Many papers have researched techniques to generate the channel hopping sequence

[10] [11] [12] [14] [62] [63] [64] [65] [66] [67], we have decided to adopt the enhanced

jump-stay rendezvous algorithm for cognitive radio networks[60]. Therefore, the chan-

nel hopping sequence is generated following the state-of-the-art enhanced jump-stay

rendezvous algorithm for cognitive radio networks. The generated sequence is based

on four parameters which are the total number of channels of that part of the spec-

trum, the smallest prime number greater than the total number of channels (P), the

available channel set for that SU and a trial � time slot � counter. Of course the

enhanced jump-stay rendezvous algorithm guarantees rendezvous without the need

of time synchronization. It also provides an upper-bound on the maximum time to

rendezvous and the MTTR in the order of O(P 2). In the enhanced jump-stay ren-

dezvous algorithm each round consists of a jump-pattern and a stay-pattern. The

previously mentioned parameters are used to generate both patterns. The length of

the jump-pattern is 3P time slots followed by a stay-pattern that lasts for P time
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slots. The user starts with index i and keeps hopping in [1,P ] with step-length r �

which is an integer in [1,M ] � using module operations on P. The index i is switched to

the next number every round of 4P time slots using round-robin. In the stay-pattern,

the user stays on channel r.

3.4 Design Assumptions

The following assumptions were taken into consideration while designing the pro-

tocol. First, channel reuse does not occur except at further distances and since our

protocol is concerned with multiple-destinations for the same source SU, all destina-

tions, if available, are assumed to be within one single hop reach from the source SU.

In addition, neither PUs or SUs will reuse the same channel within the vicinity of a

single hop.

Second, the whole concept of CR networks is that SUs can opportunistically share

the radio resources that might have equal or unequal access rights. In cognitive radio

SUs are allowed to transmit as long as they do not degrade PUs' communication,

also the radio resources should be already satisfying all the needs of the PUs and

exceeding their requirements. PUs should not be su�ering any blockings. Otherwise,

if the resources are not enough for PUs, then there is no point of having a cognitive

network of SUs who are trying to share what is already insu�cient for the PUs. In

other words, it is expected that the network utilization is not fully saturated.

Third, since all the SUs are in the vicinity of one hop of each other, it is expected

that there should be some similarity in the available channels observed by SUs. For

two SUs to be able to achieve rendezvous, both of their observed available channel

sets should have at least one common available channel, their channel sets do not have

to be identical though. Otherwise if all the channel sets have nothing in common, it

would be impossible for the SUs to communicate.

Fourth, as long as the source SU does not have packets for multiple destinations in

its bu�er, it will continue to treat each individually arriving packet in the traditional
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�rst-in-�rst-out way. As long as the bu�er has not more than one packet, the SU will

proceed to send this packet immediately without delay or waiting to form a group of

multiple destinations.

Fifth, interference from PU will not be considered, we assumed that a PU will

not suddenly come back to a used channel, i.e. it won't interrupt an ongoing SU

transmission. To consider such case, means that the SUs will need to vacate the

channel and move to another channel in order to continue their transmission but such

channel handover by SUs is out of the scope of our work.

3.5 Protocol Behavior in Various Scenarios

Having a protocol that can perform rendezvous for multiple destinations at the

same time means additional scenarios would exist that were not there with the case

of sequential rendezvous of a destination by destination.

3.5.1 Collision Among Multiple Destinations During Rendezvous

The source SUs has packets to multiple destinations and has applied the network

coding and started the channel hopping following the enhanced jump-stay algorithm.

Destination SUs as well follow the enhanced jump-stay algorithm to generate their

channel hopping sequences. The enhanced jump-stay algorithm may generate the

same next channel number for more than one SU at the same time.

If the source and one destination are within those SUs with the same generated

channel number, rendezvous will occur with no problems as any other SUs getting the

RTS message will try to decode the destination addresses �eld but will not �nd their

own address in the result of the decode process and therefore will just discard the

RTS message. If the source alone is among those SUs while no intended destination

SU got the same channel number then no rendezvous will occur and still no problems

will happen, any other non-intended SU on the same channel will just discard the

RTS message.
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It may happen by chance that the enhanced jump-stay algorithm generates the

same next channel number for the source SU and more than one SU of the source's

intended destinations. In such case, each intended destination SU on the channel

will get the RTS message, decode the destination addresses �eld and once it �nds

itself within the intended destinations, it will proceed to send a CTS to declare its

presence on the channel and complete the handshake. In a cognitive environment,

the SUs are blind, i.e., they do not have information about the presence of other SUs

in their vicinity nor on the same channel. Consequently in such scenario where each

intended destination proceeds to send a CTS, a collision will occur leading to fail the

handshake and therefore the rendezvous at such time slot.

Although such wasted time slot would contribute towards a longer time to ren-

dezvous, the probability of occurrence of such scenario is very low (as shown in the

simulation results in Chapter 4) as it happens as a result of intersection of all the

previously mentioned conditions in the scenario occurring all together at the same

time.

3.5.2 Post First and Second Rendezvous

As mentioned in section 3.3.2, the number of additional destination address �elds

in the RTS is governed by the number of destinations addresses through the formula

in (3.8). If the number of the destinations is odd, then the last address �eld in the

RTS will have only one address, as shown in Figure 3.8.

Figure 3.8: The last address �eld has one destination

As per equation (3.3), the coded word in that last destination address �eld will be



37

DA_x as shown below

DAx−1 ⊕DAx = 0⊕DAx = DAx (3.10)

The source SU has packets for multiple-destinations and has started hopping chan-

nels following the enhanced jump-stay algorithm looking for any of its destinations.

Once a destination is found, they remain on the channel and exchange data. Assum-

ing the scenario that that �rst destination found was the one and only address in the

last destination address �eld, DA_x, so the source SU will remain on the channel

with DA_x, transmit the data packets to DA_x and then remove DA_x from the

destination list being pursued. The source SU will also remove the DA_x from the

destination address �elds. Since DA_x was the only address in that last destination

address �eld, that means the source SU will remove that whole destination address

�eld as it will be no more needed and thus the length of the RTS will decrease, also

the subtype �eld in the RTS frame control will be decremented by 1. This is shown

in Figure 3.9.

Figure 3.9: The last address �eld is removed and the subtype is decremented

If the number of the destinations is even, then the each address �eld in the RTS

will have a coded word of two addresses. the source SU would be looking for its

destinations, and will �nd them and then transmit data to them one by one. Consid-

ering only one of those destination address �elds, say the source SU found the �rst
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destination in that destination address �eld, it will proceed to transmit data to it and

then remove its destination address from that destination address �eld leaving only

one destination address. The subtype value would not be changed yet. Such process

is shown in Figure 3.10.

Figure 3.10: Even number of destinations

After that, the case would be similar to that of the odd number of destinations

mentioned earlier in this section and after the rendezvous and data transmission to

the second destination address in that destination address �eld, similarly, the source

SU will remove that whole destination address �eld as it will be no more needed, the

length of the RTS will decrease, also the subtype �eld in the RTS will be decremented

by 1.

The above two scenarios will continue to repeat throughout the whole process till

�nding all the destinations and will apply on all address �elds wherever their location

within the RTS.
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3.5.3 Repeated Collision Among Multiple Destinations During Rendezvous

As mentioned earlier in section 3.5.1 and due to the blindness of SUs about the

presence of each other in such a cognitive environment, if the source SU and more

than one SU of that source's intended destinations are on the same channel, each

intended destination will proceed to send a CTS and a collision will occur leading to

fail the handshake and therefore the rendezvous at such time slot.

A coincidence may occur that the randomly generated parameters i, r and t used

with the Enhanced Jump Stay function, that is the function that generates the hop-

ping sequence EJSH(i,r,P,M,t) [60], are the same for two of the intended destinations,

so these two keep colliding, not just for once but each time because their generated

channel numbers will always be the same as the parameters used to generate the chan-

nel numbers are similar. Consequently, failed rendezvous will be counted each time

as successful rendezvous is never achieved due to repetitive collisions which means

that their MTTR would go to in�nity.

Although the probability of occurrence of such issue is very low (as deduced from

the simulation results - Chapter 4), the severity of such issue is that it drives the

MTTR to in�nity and therefore causes severe network performance degradation thus

imposing the must to �nd a solution for such severe issue.

To overcome such issue, each destination can count its collisions, that is to count

the number of RTSs received from that same source SU that it actually replied to

with a CTS but never got data packets after that from that speci�c source. If its

collision counter exceeds a certain number X (ex: 10), then it randomly re-chooses a

parameter r again which will be used later on by the function EJSH to generate the

hopping sequence



CHAPTER 4: PERFORMANCE EVALUATION

In the previous chapter, we have proposed a new protocol to handle the scenario

of a source SU having packets to send for various destinations in a cognitive radio

environment over a single radio in an e�ective e�cient way. In this chapter we do

the performance evaluation to our multi-destination rendezvous protocol. We evaluate

our protocol performance to demonstrate its e�ectiveness and to show that it provides

the mentioned performance enhancement. The performance evaluation provided in

this chapter is threefold. First we evaluate our protocol and monitor the enhancement

in the MTTR. Then we observe a downside of having multiple-destination rendezvous

and analyze the occurrence of that shortcoming. Last, we consider the e�ect of our

protocol on one of the most important key performance indicators of a network which

is the throughput.

4.1 Rendezvous Delay

We started our evaluation by analyzing the MTTR. The MTTR is a key perfor-

mance indicator in any cognitive radio network and such analysis will determine the

e�ectiveness of our proposed protocol

4.1.1 E�ect of Number of Destinations and Number of PUs

Simulations presented in this section were carried out at a time slot length of 480

bits, i.e. 60 bytes, over a link speed which was assumed to be 2 Mbps. Since the

length of the original CSMA/CA RTS + CTS together is 34 bytes, that means such

time slot allows for additional 26 bytes. Consequently the RTS can accommodate

up to 10 destination addresses. The number of SUs used in simulations is 225. The

number of PUs vary within the simulation between zero and 150. Moreover, both PUs
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and SUs are randomly distributed within the simulation area of 12 units. While the

sensing range for an SU is assumed to be 2.2 units, but the range where SU signals

have enough power to actually achieve a rendezvous and transmit data - not just

sense the presence of another radio - is limited to 1.2 units. The number of channels

of the primary system is set to 100. The packet arrival rate for both the PUs and the

SUs follows a Poisson process with mean arrival rate of 50 packets/sec for both. The

size of transmissions for each of the PUs and the SUs is assumed to be consuming 50

time slots and 20 time slots respectively, the size is �xed throughout the simulations

to keep the comparison. The size of the SU transmissions was set to be smaller than

the PU transmissions' size because at such cognitive environment, the PU can appear

at the channel at any moment, so smaller sizes of transmissions would intuitively have

higher probability of being successfully transmitted without being interrupted by the

returning PU. The exact optimum size of the SU transmissions is out of the scope of

our work, more on the optimum packet size can be found in [68].

Figure 4.1 shows the percentage of enhancement in the MTTR with the rendezvous

of varying number of destinations. Our proposed protocol provides a signi�cant en-

hancement over the traditional sequential technique. The enhancement increases with

the increase in number of destinations undergoing trials to rendezvous simultaneously

by the source SU. The percentage of enhancement varies from 20% when considering

two destinations and goes up to 70% when considering an RTS with 10 simultaneous

destination addresses.
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Figure 4.1: Percentage of enhancement of MTTR with the rendezvous of varying
number of destinations

In Figure 4.2, we show the e�ect of varying number of present PUs in the system

on the percentage of enhancement of MTTR. Considering the case of 4 destinations

rendezvous, the enhancement varies from approximately 43% to 48% with the increase

of number of PUs from zero - i.e. no PUs using the system channels at all - to 150 PU

utilizing the system channels. Same e�ect goes for di�erent cases when considering

di�erent number of destinations for multi-destination rendezvous as clear from Figure

4.3. The lowest percentage of enhancement in MTTR is recorded when the PUs are

completely absent from the system while the maximum recorded percentage is that

when the number of PUs in the system peaks to 150.
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Figure 4.2: Percentage of enhancement of MTTR with the rendezvous of four desti-
nations for varying number of PUs
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Figure 4.3: Percentage of enhancement of MTTR with the rendezvous of varying
number of destinations for varying number of PUs

Such trend of increase in enhancement with the increase in number of PUs may
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seem extraordinary and against the expectations where usually the increase in number

of PUs in a cognitive radio network is expected to a�ect the SUs negatively. That

can be explained as follows, the number of channels in the system are �xed and each

SU can sense and identify the vacant portion of those channels based on the PU

activity in the system. A certain SU having tra�c for multiple destinations would

be hopping all over its set of available channels looking for those N destinations.

As the number of PUs in the system increase, the number of available channels for

SU use would decrease, which in turn means the set of available channels for the

SU would become smaller. Consequently the SU would need to hop on a smaller

number of available channels in its set to �nd the same group of N destinations and

therefore the probability of eventually �nding the whole same group of N within a

smaller number of channels would increase, thus leading to a relatively shorter MTTR

compared to the same group of N when utilizing the traditional technique and as a

result a better percentage of enhancement for the MTTR. So we can deduce that our

protocol exploits the problem of lack of resources and transforms it to an advantage

to the SUs to bene�t from.

In the extreme case where PUs are using all the channels all the time, there will be

no vacant channels for SU use. Moreover, SU channel sets would always be empty and

with such empty channel sets, SUs cannot start hopping and therefore no rendezvous

can be achieved. Consequently SUs cannot communicate in such extreme case.

4.1.2 E�ect of Time Slot Length

As mentioned earlier in section 3.3.3, when it comes to selecting a length for the

system time slot, there is a trade-o� to be considered, the enhancement in perfor-

mance maybe coupled with a longer MTTR among other factors which include BER,

fragmentation and blockings. So we have carried out the experiments in the current

section in order to analyze the e�ect of the time slot length on the MTTR. Same sim-

ulation parameters apply from the previous section, the di�erence is that we vary the
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length of the time slot. In order to study the e�ect of the time slot length thoroughly,

we vary the length from 350 bits going up to an extreme length of 5024 bits which can

handle extreme values when it comes to the number of destination addresses that can

be included in the RTS. In addition, for such case of the longer time slot, we consider

the case of 50 concurrent destinations as an extreme number of concurrent destina-

tions in the simulation. Although the limit imposed by the subtype �eld allows the

RTS to handle only up to 34 destinations, we have simulated for up to 50 to provide

a further sense of the trend of enhancement by our proposed protocol and because

future designs of the RTS may provide a technique to overcome this limitation and

include more destination addresses and in such case, our protocol would still be ap-

plicable and able to provide enhancement over traditional techniques. Moreover, for

the time slot of 5024 bits and with such extreme length of the time slot, the arrival

rate would cause a vast number of arrivals in such long one time slot leading to much

higher utilization of the system channels and therefore blockings. We had to decrease

the arrival rate to allow for same network utilization levels for all time slot values to

keep the comparison fair between them.

We started by simulating the performance at the presence of an average number of

PUs in the system which is 70. In Figure 4.4(a), the percentage of enhancement of

MTTR is plotted against varying number of destinations for three di�erent time slot

lengths, 350 bits, 480 bits and the longer time slot of 5024 bits. It is obvious that

the length of the time slot has very minor e�ect on the enhancement percentage, for

example at 2 destinations, the percentage varies from 23% to 27% when the time slot

length varies widely between 350 and 5024 bits (more than 10 times), similarly at the

4 destinations, it varies from 62% to 64%.

In Figure 4.4(b), we show the result of performance simulation for the extreme case

of 50 concurrent destinations, our proposed protocol shows great improvement over

the traditional technique, the enhancement percentage continues to increase with the
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increase in number of concurrent destinations till it reaches more than 80% at the

extreme case of 50 destinations.

Hence we can deduce, as long as the system is time-slotted, the percentage of

enhancement of MTTR would be time slot length independent.
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Figure 4.4: Percentage of enhancement of MTTR with the rendezvous of varying
number of destinations taken at di�erent time slot lengths and at 70 PUs

To further con�rm that position, we also simulated the performance at the presence

of a higher number of PUs in the system which is at 150 PUs.
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Figure 4.5: Percentage of enhancement of MTTR with the rendezvous of varying
number of destinations taken at di�erent time slot lengths and at 150 PUs

In Figure 4.5(a), similar to the previous �gure, the percentage of enhancement of

MTTR is plotted against varying number of destinations for the three di�erent time

slot lengths. At 2 destinations, the percentage varies from 25% to 27% when the time

slot length varies between 350 and 5024 bits , and at 4 destinations, it is approximately

the same at 47%. Moreover, the percentage of enhancement is almost approximately

the same for the rest of varying number of destinations over the di�erent time slot

lengths.

In Figure 4.5(b), we show the result of performance simulation for the extreme case

of 50 concurrent destinations, our proposed protocol shows the improvement over the

traditional technique here as well, the enhancement percentage continues to increase

with the increase of number of concurrent destinations till it reaches more than 80%

at the extreme case of 50 destinations.

4.1.3 Time To Rendezvous

In this section we focus on the time to rendezvous rather than the performance

enhancement. Results presented in this section were simulated on similar parameters
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to those used in section 4.1.2 and were performed for the same lengths of time slots,

350, 480 and the extreme case of 5024 bits. Similar to section 4.1.2, simulations were

carried out at the presence of an average number of PUs in the system which is 70.

In Figure 4.6(a), the MTTR, in number of time slots, is plotted against varying

number of destinations for three di�erent time slot lengths, 350 bits, 480 bits and the

longer time slot of 5024 bits. When comparing the MTTR for the same number of

concurrent destinations at di�erent time slots, it is obvious that as the length of the

time slot increases, the number of time slots needed to achieve rendezvous decreases.

For example at 2 destinations, the MTTR is 37 time slots at the length of 350 bits,

which decreases to 36 time slots when considering the longer time slot of 480 bits and

abruptly drops to 23 when considering the longer time slot of 5024 bits. Similarly

at the 4 destinations, the MTTR is 27 time slots at the length of 350 bits, which

decreases to 25 time slots when considering the longest time slot of 480 bits and

abruptly drops to 15 when considering the longest time slot of 5024 bits.

In Figure 4.6(b), we show the result of performance simulation for the extreme case

of 50 concurrent destinations, the MTTR continues to decrease with the increase of

number of concurrent destinations till it reaches a low value of 4 time slots at the

extreme case of 50 destinations.
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Figure 4.6: The MTTR in number of time slots, with the rendezvous of varying
number of destinations for di�erent system time slots

To further analyze the interpretations of the outputs from the previous results,

we convert the MTTR to time in milliseconds and re-observe the outputs in Figure

4.7. In Figure 4.7(a), we plotted the outputs by our proposed protocol for time

slot lengths of 350, 480 and 5024 bits while the diamond solid line represents the

traditional technique at the shortest time slot of 350 bits. As observed from the

�gure, the outputs by our protocol provide shorter MTTR compared to the traditional

technique at the shorter time slot length except for the time slot length of 5024 bits.

We have already observed the percentages of enhancement per MTTR for each time

slot length in the previous section, but here we compare our outputs to the shortest

achieved time by the traditional technique to tackle the topic of the optimum system

time slot length from one aspect which is the delay till rendezvous. We can observe

the trade-o� mentioned in section 3.3.3, using the traditional technique at a time

slot length of 350 bits yields an MTTR of approximately 8.5 milliseconds which is

of course irrelevant to any number of destinations the source SU might need to send

to, but with our proposed protocol, this MTTR decreases to 6.5 ms at the same
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time slot length considering 2 concurrent destinations and 4.8 ms when considering

4 destinations. Moreover, if we decide to increase the system time slot length to

accommodate up to 10 destinations, that is a length of 480 bits, then the MTTR goes

to 8.6 ms (1% variation) but then decreases to 3.5 ms when considering 10 concurrent

destinations. On the contrary, if we decide to increase the system time slot length

to 5024 bits accommodate an extreme number of concurrent destinations, then the

MTTR increases dramatically to 60 ms when handling 2 destinations and then it

decreases as the number of concurrent destinations handled increase till it becomes as

low as 10 ms at the extreme case 50 concurrent destinations as observed from Figure

4.7(b).
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Figure 4.7: The MTTR in milliseconds, with the rendezvous of varying number of
destinations for di�erent system time slot lengths

We also provide Figure 4.8 for further reference and observation where all solid

lines represent MTTR in milliseconds by the traditional technique versus those by

our proposed protocol, the percentages of enhancement in MTTR were previously

provided in section 4.1.2 in Figure 4.4
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Figure 4.8: The MTTR in milliseconds, with the rendezvous of varying number of
destinations for di�erent system time slot lengths Versus Traditional

4.2 Collisions

In section 4.1, we have showed the enhancements in the delay till rendezvous asso-

ciated with the utilization of our protocol. In this section, we show the e�ect of an

undesirable aspect associated with introducing the multi-destination feature of our

protocol which is collisions. As mentioned earlier in section 3.5.1 and due to the

blindness of SUs about the presence of each other in such a cognitive environment, if

the SU and more than one of the source's intended SU destinations are on the same

channel, each intended destination will proceed to send a CTS and a collision will

occur leading to failure of the handshake and therefore the rendezvous at such time

slot.

4.2.1 E�ect of Number of Destinations and Number of PUs

Simulations presented in this section were carried out at the same simulation en-

vironment and using the same parameters as those of section 4.1.1 except for the

number of SU which was increased to 2025, also the number of PUs vary within the
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simulation between zero and 150.

Figure 4.9 shows the percentage of time slots where collisions have occurred during

the cognitive radio network system simulation varying with the rendezvous of di�erent

numbers of destinations. The percentage of time slots with collisions increases with

the increase in number of destinations undergoing trials to rendezvous simultaneously

by the source SU. The percentage varies from 0.01% when considering two destinations

and goes up to 0.33% when considering an RTS with 10 simultaneous destination

addresses.
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Figure 4.9: Percentage of time slots with collisions with the rendezvous of varying
number of destinations

In Figure 4.10, we show the e�ect of varying number of present PUs in the system

on the percentage of time slots with collisions. Considering the case of 4-destination

rendezvous, the percentage of time slots with collisions varies from approximately

0.068% to 0.045% with the increase of number of PUs from zero - i.e. no PUs using

the system channels at all - to 150 PU utilizing the system channels. Same e�ect

goes for di�erent cases when considering di�erent number of destinations for multi-
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destination rendezvous as clear from Figure 4.11. The highest percentage of time slots

with collisions is recorded when the PUs presence is the least in the system while the

minimum recorded percentage takes place when the number of PUs in the system

peaks to 150.
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Figure 4.10: Percentage of time slots with collisions with the rendezvous of four
destinations for varying number of PUs
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Figure 4.11: Percentage of time slots with collisions with the rendezvous of varying
number of destinations for varying number of PUs

Such trend of decrease in the percentage of time slots with collisions with the

increase in number of PUs may also seem extraordinary and against the expectations

where usually the increase in number of PUs in a cognitive radio network is expected

to a�ect the SUs negatively, but the variation in numbers is not of great signi�cance.

As explained earlier in section 4.1.1, with the increase in number of PUs, the available

channel sets for SUs shrink leading to a better relative MTTR, compared to the

traditional technique. Here the increase in number of PUs leaves less resources for

SUs to use and therefore less availability for SUs to utilize the system channels.

Considering the necessary conditions that need to be ful�lled for the collision to take

place, as explained in section 3.5.1, it can be deduced that less resources for SU means

tougher situation for SUs to be present on the same channels with their SUs which

may mean a lower probability to achieve those necessary conditions to have the source

SU and at least two of its intended destinations all together on the same channel at

the same time and therefore slightly lower percentage of collisions.
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A coincidence occurred throughout simulations that the randomly generated pa-

rameters i, r and t used with the Enhanced Jump Stay function that generates the

hopping sequence EJSH(i,r,P,M,t), are the same for two destinations (of the 8 or

the 10 destinations for example), so these two keep colliding each time because their

generated channel numbers will always be the same, thus continuously counting col-

lisions and a failed rendezvous each time which can get the MTTR to go to in�nity.

This coincidence has occurred 390 times out of 2*242877=0.000802876, that is 0.08%,

in another trial it occurred 578 times out of 2*242762=0.001190466,i.e. 0.12% per

Full N destinations rendezvous trial on average, with max noticed is 2 times per

Full N destinations rendezvous trial. This scenario and the method to overcome its

destructive e�ect has been discussed in detail in section 3.5.3.

4.2.2 E�ect of Time Slot Length

The experiments carried out in the current section were meant to analyze the e�ect

of the time slot length on the percentage of time slots with collisions. Same simulation

parameters apply from section 4.1.2 , and here as well, we vary the length of the time

slot from 350 bits going up to the extreme length of 5024 bits and for such case of the

longer time slot, we consider the case of 50 concurrent destinations as the extreme

case in the simulation similar to section 4.1.2.

We started by simulating the behavior at the presence of an average number of

PUs in the system which is 70. In Figure 4.12(a), the percentage of time slots with

collisions is plotted against varying number of destinations for three di�erent time

slot lengths, 350 bits, 480 bits and the longer time slot of 5024 bits. It is obvious

that the length of the time slot has very minor e�ect on the percentage of time slots

with collisions, for example at 2 destinations, the percentage varies from 0.013% to

0.011% when the time slot length varies widely between 350 and 5024 bits (more than

10 times), similarly at the 4 destinations, it varies from 0.059% to 0.05%.

In Figure 4.12(b), we show the behavior at the extreme case of 50 concurrent
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destinations. As observed from the �gure, the collisions' percentage continues to

increase with the increase of number of concurrent destinations till it reaches 2.5%

at the extreme case of 50 destinations, which is expected as the more the concurrent

destinations considered, the more likely two of them would be on the same channel

with the source SU at the same time satisfying the collision condition.

Hence we can deduce, as long as the system is time-slotted, the time slot length

is not a major factor a�ecting the percentage of time slots with collisions during the

rendezvous process.
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Figure 4.12: Percentage of time slots with collisions with the rendezvous of varying
number of destinations taken at 70 PUs

To further con�rm that position, we also simulated the performance at the presence

of a higher number of PUs in the system which is at 150 PUs.
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Figure 4.13: Percentage of time slots with collisions with the rendezvous of varying
number of destinations taken at 150 PUs

In Figure 4.13(a), similar to the previous �gure, the percentage of time slots with

collisions is plotted against the varying number of destinations for the three di�erent

time slot lengths. At 2 destinations, the percentage varies from 0.011% to 0.0105%

when the time slot length varies between 350 and 5024 bits , similarly at the 4

destinations, it varies from 0.0511% to 0.0464%. The collision percentage varies

slightly for the rest of number of destinations values over the di�erent time slot

lengths, at 10 destinations, it varies from 0.24% to 0.22%.

In Figure 4.13(b), we show the result of performance simulation for the extreme

case of 50 concurrent destinations, here as well, the collisions' percentage continues

to increase with the increase in number of concurrent destinations till it reaches

approximately 2.4% at the extreme case of 50 destinations.

4.2.3 Bit Errors

In this section we focus on the bit errors rather than the collision behavior. Results

presented in this section are based the outputs of the previous section and therefore

on similar parameters to those used in section 4.1.2 also taken at the presence of 70
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PUs in the system. Moreover, they are presented for the same lengths of the time

slots 350, 480 and the extreme case of 5024 bits.

To give more sense to the outputs from the previous results, we further analyze

by considering a 100 time slot interval and convert the collisions to the number of

bits lost - bit errors - in 100 time slots. In Figure 4.14(a), the number of bits lost is

plotted against varying number of destinations for three di�erent time slot lengths,

350 bits, 480 bits and the longer time slot of 5024 bits. When comparing the bits lost

for the same number of concurrent destinations at di�erent time slots, it is obvious

that as the length of the time slot increases, the number of bits lost due to collisions

increases. For example at 2 destinations, the number of bits lost is 5 bits at the

length of 350 bits, which increases to 7 bits when considering the longer time slot of

480 bits and abruptly jumps to 58 when considering the longer time slot of 5024 bits.

Similarly at the 4 destinations, the number of lost bits is 21 bits at the length of 350

bits, which increases to 28 bits when considering the longer time slot of 480 bits and

abruptly jumps to 250 bits when considering the longer time slot of 5024 bits.

In Figure 4.14(b), we show the result of performance simulation for the extreme

case of 50 concurrent destinations, the lost bits continues to increase with the increase

in number of concurrent destinations till it reaches the value of 1248 bits (156 Bytes)

at the extreme case of 50 destinations.
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Figure 4.14: The Bits lost in 100 time slots, with the rendezvous of varying number
of destinations for di�erent system time slot lengths

Moreover, we show the number of bits lost in a time interval of 1 second for the

three time slot values. In Figure 4.15(a), the number of bits lost in 1 second of time

is plotted against varying number of destinations for three di�erent time slot lengths,

350 bits, 480 bits and the longer time slot of 5024 bits. When comparing the bits

lost for the same number of concurrent destinations at di�erent time slot lengths, it

is obvious that the results here oppose those in Figure4.14, as the length of the time

slot increases, the number of bits lost due to collisions in 1 second decreases. For

example at 2 destinations, the number of bits lost is 269 bits at the length of 350

bits, which decreases to 184 bits when considering the longer time slot of 480 bits and

abruptly drops to 16 when considering the longer time slot of 5024 bits. Similarly at

the 4 destinations, the number of lost bits is 1183 bits at the time slot length of 350

bits, which decreases to 837 bits when considering the longer time slot of 480 bits and

abruptly drops to 70 bits when considering the longer time slot of 5024 bits. This can

be explained as follows, the time interval of 1 second has 5715 time slots of the 350

bits time slot compared to only 399 time slots of the longer 5024 bits time slot. In
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addition, considering the very low percentages of time slots with collisions for all the

time slot values, we can understand why the 5024 time slot would give much lower

lost bits value this time.

In Figure 4.15(b), we show the result of performance simulation for the extreme

case of 50 concurrent destinations, the lost bits in 1 second continues to increase with

the increase of number of concurrent destinations till it reaches a value of 3462 bits

(433 Bytes) at the extreme case of 50 destinations.
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Figure 4.15: The Bits lost in 1 second, with the rendezvous of varying number of
destinations for di�erent system time slots

Here we have compared the number of bit losses to continue tackling the topic of the

optimum system time slot length from another aspect which is the bit errors. Again,

we observe the trade-o� mentioned in section 3.3.3, using the traditional technique

at any time slot length yields no such losses and of course irrelevant to any number

of destinations the source SU might need to send to, but with our proposed protocol,

those bit losses took place. Hence, it is obvious that utilizing our protocol, although

it provides great enhancements as discussed throughout this chapter, it also comes

with a downside which is collisions re�ected in bit losses, and therefore, to further
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select a time slot length, consideration must be taken of the tolerable bit error rate

by each application that will utilize the system.

4.3 Throughput

The throughput is de�ned as the number of completed transmissions per node per

transmission time and is considered the most important key performance indicator

(KPI) for any communication network. In the previous sections, we have showed

the enhancements in the delay till rendezvous associated with the utilization of our

protocol, as well as a downside of utilizing our protocol which is the collisions. In

this section, we show another enhancement that our protocol provides with respect

to throughput.

4.3.1 E�ect of Number of Destinations and Number of PUs

Simulations presented in this section were carried out at the same simulation en-

vironment and using the same parameters as those of section 4.1.1, also the number

of PUs vary within the simulation between zero and 150. To compare throughput

between the case of utilizing the traditional technique and that of our protocol, the

arrival rate should be forced to be maximized (saturated queues) such that, when uti-

lizing our protocol (for example for a group of 4 destinations), the source SU should

never remain idle waiting for the arrival of transmissions for the 4 destinations to be

able to start treating them as group, but to always have many groups of 4s waiting in

its queue instead of wasting time waiting for the queue to �ll up and gather groups of

4s. In order to account for the aforementioned heavy load condition, the arrival rate

was increased to 500 packets/sec for the SUs in order to always posses �lled queues.

Figure 4.16 shows the percentage of increase in the throughput with the rendezvous

of varying number of destinations. Our proposed protocol provides a signi�cant en-

hancement over the traditional sequential technique. The enhancement increases with

the increase in number of destinations undergoing trials to rendezvous simultaneously
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by the source SU. The percentage of increase varies from 15% when considering two

destinations and goes up to 103% when considering an RTS that has 10 simultaneous

destination addresses.
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Figure 4.16: Percentage of Throughput increase with the rendezvous of varying num-
ber of destinations

In Figure 4.17, we show the e�ect of varying number of present PUs in the system

on the percentage of increase of the throughput. Considering the case of 4-destination

rendezvous, the increase varies from approximately 38% to 54% with the increase of

number of PUs from zero - i.e. no PUs using the system channels at all - to 150 PU

utilizing the system channels. Same e�ect goes for di�erent cases when considering

di�erent number of destinations for multi-destination rendezvous as clear from Figure

4.18. The lowest percentage of throughput increase is recorded when the PUs are

completely absent from the system while the maximum recorded percentage is that

when the number of PUs in the system peaks to 150.
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Figure 4.17: Percentage of Throughput increase with the rendezvous of four destina-
tions for varying number of PUs
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Figure 4.18: Percentage of Throughput increase with the rendezvous of varying num-
ber of destinations for varying number of PUs

Such trend of increase in throughput with the increase in number of PUs may
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seem extraordinary and against the expectations where the increase in number of

PUs in a cognitive radio network is usually associated with negative e�ects on the

SUs' communication.

As explained earlier in section 4.1.1, with the increase in number of PUs, the

available channel sets for SUs shrink leading to a better relative MTTR, compared to

the traditional technique. A better relative MTTR results in a better utilization of

the system time as relatively less fraction of system time is spent in the rendezvous

process and a relatively bigger time is spent transmitting SUs' data which in turn

re�ects in a better throughput in the network system, compared to the traditional

technique. Here again our protocol exploits the problem of lack of resources and

transforms it to an advantage to the SUs.

4.3.2 E�ect of Time Slot Length

The experiments carried out in the current section were meant to analyze the e�ect

of the time slot length on the percentage of throughput increase. Same simulation

parameters are inhibited from the previous section, but we vary the length of the

time slot from 350 bits going up to the extreme length of 5024 bits and for such

case of longer time slot, we consider the case of 50 concurrent destinations as the

extreme case in the simulation similar to section 4.1.2. For the longer time slot 5024,

a smaller arrival rate was chosen to keep the network utilizations at similar value for

fair comparison.

We started by simulating the performance at the presence of an average number

of PUs in the system which is 70. In Figure 4.19(a), the percentage of throughput

increase is plotted against varying number of destinations for three di�erent time slot

lengths, 350 bits, 480 bits and the longer time slot of 5024 bits. It is obvious that

the length of the time slot has a minor e�ect on the enhancement percentage, for

example at 2 destinations, the percentage varies from 15% to 21% when the time slot

length varies widely between 350 and 5024 bits (more than 10 times), similarly at the
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4 destinations, it varies from 42% to 50%.

In Figure 4.19(b), we show the result of performance simulation for the extreme

case of 50 concurrent destinations, our proposed protocol shows great improvement

over the traditional technique, the enhancement percentage continues to increase with

the increase of number of concurrent destinations till it reaches more than 180% at

the extreme case of 50 destinations.

Hence we can deduce, as long as the system is time-slotted, the trend of throughput

increase compared to the traditional technique would be time slot length independent.
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Figure 4.19: Percentage of Throughput increase with the rendezvous of varying num-
ber of destinations taken at 70 PUs

To further con�rm that position, we also simulated the performance at the presence

of a higher number of PUs in the system which is at 150 PUs.
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Figure 4.20: Percentage of Throughput increase with the rendezvous of varying num-
ber of destinations taken at 150 PUs

In Figure 4.20(a), similar to the previous �gure, the percentage of throughput

increase is plotted against varying number of destinations for the three di�erent time

slot lengths. At 2 destinations, the percentage varies from 23% to 25% when the time

slot length varies between 350 and 5024 bits , similarly at the 4 destinations, it is

varies between 54% and 55.5%. The percentage of increase varies slightly as well for

the rest of varying number of destinations over the di�erent time slot lengths, at 10

destinations, it varies from 103% to 110%

In Figure 4.20(b), we show the result of performance simulation for the extreme

case of 50 concurrent destinations, our proposed protocol shows the vast improvement

over the traditional technique here as well. The enhancement percentage continues

to increase with the increase in number of concurrent destinations till it reaches more

than 200% at the extreme case of 50 destinations.

4.3.3 Normalized Throughput

In this section we focus on the normalized throughput rather than the throughput

increase. Results presented in this section were simulated using similar parameters



67

to those used in the previous section and were performed for the same lengths of the

time slots 350, 480 and the extreme case of 5024 bits. In addition, simulations were

carried out at the presence of both an average number of PUs in the system which is

70 and a higher number of PUs in the system which is 150 PUs.

In Figure 4.21(a), the normalized throughput is plotted against varying number

of destinations for three di�erent time slot lengths, 350 bits, 480 bits and the longer

time slot of 5024 bits at 70 PUs. Figure 4.21(b) is the normalized throughput as well

but taken at 150 PUs.

As clear from both �gures, the normalized throughput is totally independent of the

length of the time slot and is almost not a�ected at all by the increase in number of

PUs.
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Figure 4.21: The Normalized Throughput with the rendezvous of varying number of
destinations for di�erent system time slots



CHAPTER 5: CONCLUSION AND FUTURE WORK

In this thesis, we have studied the problem of rendezvous of multiple destina-

tions for the same source SU. We have presented the cognitive radio background

and the research motivation. Moreover, we have studied the available literature and

related work. Then, we proposed a multi-destination rendezvous protocol for blind

rendezvous using single radio in cognitive radio networks. We presented the design

considerations and the protocol behavior in di�erent scenarios. After that we carried

out a performance evaluation for the proposed protocol to show our contributions.

Among the open topics that will need further research in the future, is the length

of the system time slot. The trade-o� between the enhancement in performance

achieved over a longer time slot and the delay that might occur in the rendezvous

process to become even longer than the original MTTR of a sequential technique, the

bit error rate, the fragmentation and more aspects are to be considered when selecting

the length of the time slot. Therefore the selection of a certain time slot becomes a

problem of optimization which should take into consideration all the aforementioned

aspects.

Another topic which is also open to research is the design of the RTS and how

to support more destination addresses. As per the limit imposed by the number of

subtype bits in the RTS header format, the number of destination addresses that

can be handled is limited to 34. Further research can suggest di�erent techniques

to overcome this limitation and allow the RTS to support more than 34 destination

addresses.
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