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ABSTRACT

XIANLIN HU. Spectrum-based and collaborative network topology analysis and
visualization . (Under the direction of DR. AIDONG LU)

Networks are of significant importance in many application domains, such as World

Wide Web and social networks, which often embed rich topological information. Since

network topology captures the organization of network nodes and links, studying net-

work topology is very important to network analysis. In this dissertation, we study

networks by analyzing their topology structure to explore community structure, the

relationship among network members and links as well as their importance to the

belonged communities. We provide new network visualization methods by studying

network topology through two aspects: spectrum-based and collaborative visualiza-

tion techniques.

For the spectrum-based network visualization, we use eigenvalues and eigenvectors

to express network topological features instead of using network datasets directly.

We provide a visual analytics approach to analyze unsigned networks based on re-

cent achievements on spectrum-based analysis techniques which utilize the features

of node distribution and coordinates in the high dimensional spectral space. To assist

the interactive exploration of network topologies, we have designed network visual-

ization and interactive analysis methods allowing users to explore the global topology

structure.

Further, to address the question of real-life applications involving of both positive

and negative relationships, we present a spectral analysis framework to study both
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signed and unsigned networks. Our framework concentrates on two problems of net-

work analysis - what are the important spectral patterns and how to use them to

study signed networks. Based on the framework, we present visual analysis methods,

which guide the selection of k-dimensional spectral space and interactive exploration

of network topology.

With the increasing complexity and volume of dynamic networks, it is important to

adopt strategies of joint decision-making through developing collaborative visualiza-

tion approaches. Thus, we design and develop a collaborative detection mechanism

with matrix visualization for complex intrusion detection applications. We establish

a set of collaboration guidelines for team coordination with distributed visualization

tools. We apply them to generate a prototype system with interactions that facilitates

collaborative visual analysis.

In order to evaluate the collaborative detection mechanism, a formal user study is

presented. The user study monitored participants to collaborate under co-located and

distributed collaboration environments to tackle the problems of intrusion detection.

We have observed participants’ behaviors and collected their performances from the

aspects of coordination and communication. Based on the results, we conclude several

coordination strategies and summarize the values of communication for collaborative

visualization.

Our visualization methods have been demonstrated to be efficient topology explo-

ration with both synthetic and real-life datasets in spectrum-based and collaborative

exploration. We believe that our methods can provide useful information for future

design and development of network topology visualization system.
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CHAPTER 1: INTRODUCTION

Social networks are of significant importance in many application domains, such as

marketing, psychology, epidemiology and homeland security. These networks often

embed rich topological information, such as community structures, which has been

a popular research problem during the past years. The topology structure indicates

the arrangements of network nodes and links [60]. There are two basic categories of

network topologies: physical and logical topology [121]. Physical topology indicates

location of nodes and links for networks as layouts. Logical topology, in contrast,

represents data flows from one node to another node in networks. Visualizing and

navigating these network topologies are crucial to understand various networks. In

this dissertation, we study networks by analyzing their physical topology to explore

community structure, the relationship among network members and links as well as

their importance to the belonged communities.

However, when the network complexity is increasing, it is extremely challenging

to visualize and explore network topology directly and efficiently. Researchers start

to use explicit functions of spectrum and eigenvectors to express network topological

features. It has been shown that eigenvalues of a network are intimately connected

to many important topological features [115]. For example, the eigenvalues of an

adjacency matrix encode information about the cycles of a network as well as its
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diameter. The maximum degree, the chromatic number, the clique number, and the

extent of branching in a connected graph are all related to the largest eigenvalue

(λ1). In Wang et al. [130], the authors have studied how a virus propagates in a real

work and proved that the epidemic threshold for a network is closely related to λ1.

Estrada and Rodrguez-Velzquez [43] have shown that the subgraph centrality (SC),

which characterizes the participation of each node in all subgraphs in a network,

can be calculated mathematically from the spectra of the adjacency matrix of the

network. In the first part of this dissertation, we study useful spectrum features

and explore how to incorporate spectrum features to develop topology-aware network

visualization.

When the network datasets are large-scale and time-varying, the difficulty for the

visual exploration of topology structure is increased as well. The amount of informa-

tion from these networks cannot be analyzed efficiently by a single analyst. There-

fore, collaborative problem-solving has started to attract interests of visualization

researchers. Actually, collaborative analysis can benefit many large scale applica-

tions where a small group of users discuss and negotiate their interpretations of the

data with which they are working [58, 65, 74]. On the other hand, visualization

can also benefit from collaborative analysis as well. For example, Bresciani and Ep-

pler [17] analyzed the impact of visualization on knowledge sharing in situated work

groups and showed that interactive visualization could bring positive and productive

changes for group work. In the second part of this dissertation, we analyze collabo-

rative problem-solving features in network visualization and propose a collaborative

visualization framework to improve the efficiency of network topology exploration for
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large-scale and time-varying datasets.

Many researches proved that well-designed visualization can provide useful visual

information of networks, which can often be easily perceived by human beings, thus

promoting effective and efficient visual network analysis approaches [28], such as our

spectrum-based visual analytics approach. The goal of our approaches is to study

and visualize network topology including community structure, node-link relation-

ship and importance. We transfer the network datasets into a high-dimensional spec-

tral space, and then apply the high-dimensional spectral features to study network

topology. Finally, the network topology in high-dimensional space is visualized in a

two-dimensional plane. Additionally, our collaborative framework by studying the

collaboration of multiple users working in the application of network visualization

proposes a way for groups of people to interact with visualization better. We believe

our approaches can propose informative visual analytics methods, intuitive visualiza-

tion and efficient visual exploration, which are very important to network topology

analysis.

1.1 Overview

We presents effective approaches of network visualization and analysis mainly from

two aspects: spectrum-based and collaborative network exploration. Chapters 3 and

4 describe our spectrum-based network topology exploration approach. Chapters 5, 6

and 7 present our design and development of a collaborative visualization mechanism

for multiple users in dynamic network environments to improve the accuracy and

efficiency of collaborative network analysis.
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1.1.1 Spectrum-based network topology exploration

We start from studying the theoretical spectral features, then, we visualize the

network topology based on these spectral features.

Chapter 3 presents our spectrum-based network visualization approach for analyz-

ing unsigned network topologies, which includes both the global topology structure

and the importance of individual nodes and edges to each network community. This

approach provides both an automatic network layout algorithm and several interac-

tive analysis tools for analyzing network topologies.

Chapter 4 presents a spectral analysis framework to study both signed and unsigned

networks because many real-life applications involve of complex networks containing

both positive and negative relationships. We first have a brutal experiment to study

the changes of spectral features for signed network with negative edges. Then, based

on the results of the experiment, we propose a framework to concentrate on two

problems of network analysis - what are the important spectral patterns and how

to use them to study signed networks. We have explored community structures for

special signed networks. Based on the framework, we present visual analysis methods,

which guide interactive exploration of network topology for users.

1.1.2 Collaborative network exploration

Chapter 5 presents our strategies of network topology pattern visualization for

detecting malicious attacks in dynamic network environments. Our strategies con-

centrate on assisting users to analyze statistical network topology patterns that could

expose significant attack features. Specifically, we investigate Sybil attacks that have
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severe impacts on the fundamental operations of wireless networks. We have ana-

lyzed the features of network topologies under various Sybil attacks and consequently

designed several matrix reordering algorithms to generate statistical patterns.

Chapter 6 introduces our collaborative mechanism with above network topology

pattern visualization based on a network security analysis application. We first an-

alyze the challenges and requirements for designing such a collaborative mechanism

combining the knowledge from human behavior, social aspects and teamwork the-

ory. Then, we describe a web-based prototype system, which is built based on our

design principles and heuristics. Our system supports multi-user input, shared and

individual views on findings, and flexible workspace organization to facilitate group

analysis.

Chapter 7 describes our evaluation on how users collaborate under different col-

laboration environments to tackle the problems in network security applications. We

observe participants behaviors and collect their performances from the aspects of coor-

dination and communication. Based on the results, we conclude several coordination

strategies and summarize the values of communication for collaborative detection.

1.2 Contribution

The dissertation presents several approaches for network topology analysis in dif-

ferent perspectives. The main contributions of the dissertation are the following:

By taking advantage of spectrum geometry features of unsigned and signed net-

works in high-dimensional spaces, important network topology structure can be ex-

plored effectively and efficiently by our non-iterative spectrum-based approaches. We
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also provide visual analysis functions to analyze both the global network topology and

the roles of individual nodes and edges to their communities, which are previously

hard-to-obtain. The efficiency of our spectrum-based approach is rooted from collect-

ing network topology features in high-dimensional spectral spaces and visualize the

features by wrapping the high-dimensional spaces to two-dimensional spaces. This

new data transformation based on the spectrum-based data analysis is significantly

different from the other force or energy driven methods. Therefore, the main contri-

bution of our spectrum-based approaches is to combine theoretical spectral analysis

with interactive visualization methods to study topology structure of both unsigned

and signed networks, which have been demonstrated to be effective with real-life and

synthetic network datasets.

By applying social aspects and teamwork theory, our efficient collaborative mecha-

nism based on dynamic network security analysis is designed, which to our knowledge

has not been explored in significant depth. The evaluation study explores and sum-

marizes collaboration strategies for network security applications. Our results can

provide guidelines for future design and development of collaborative network secu-

rity visualization systems. The coordination and communication strategies can also

be used for general collaborative visualization design.



CHAPTER 2: RELATED WORK

2.1 Network Analysis

Network analysis can get insight into the structure information such as communi-

ties, nodes behavior, and remote collaboration between nodes. Usually, network ana-

lysts use a combination of metrics and visualization to explore network features [127].

In this chapter, we get an overview of network visualization and introduce spectrum-

based network analysis, which are related with our approaches.

2.1.1 Network Visualization

The techniques of network visualization have been applied to various fields, includ-

ing personal social networks [53], citation networks [70], network security [37, 45, 91,

55, 76, 112, 71, 92], biological networks [2, 63], and the World Wide Web [32]. The

research topics of network visualization are ranging from aesthetically visualization,

topology exploration and navigation, large-scale network analysis to network visual-

ization application. In this chapter, we review literature in visualization and graph

drawing fields and get an overview of network visualization.

In the topic of aesthetically network visualization, the generation of network layout

is very important because it provides the foundation for network visual analysis and

exploration techniques. Popular network layouts include node-links, space division,

space nested visualization, and matrix visualization [28]. The algorithms of node-link
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visualization can be categorized according to the layouts they generate [28], such as

tree layouts [102, 18, 110], spring layouts [39, 47, 50, 40], and tree+link layouts [35, 77,

68]. Other categories of node-link network are based on the models they applied. For

example, the force-directed approaches [47, 8, 11, 22, 44, 84] often simulate a network

as a physical system where edges are springs and nodes are particles, which are the

most popular approaches in network layouts [117]. Space division visualization uses

the space efficiently to represents parents, children and siblings relationships [4, 118].

Space nested visualization presents hierarchical structure of networks in a space-

filling approach, such as Treemaps [78]. These visualization have also been extended

to three-dimensional spaces [69, 88, 111, 113, 123]. Matrix visualization presents the

networks based on their connections. It is suitable to large or dense networks with its

quick layout and great readability [52], which has been widely used to study network

topology. Recently, these traditional network layouts have been improved to visualize

complex datasets. For example, the node-based techniques [5, 97] usually improve

the layouts by reorganizing the position of the nodes while edge-based techniques

[29, 101, 107, 108, 106] focus on reducing the visual clutter by dealing with the edges.

All of these work focus on generating aesthetical and intuitive network layouts.

Network topology exploration is another popular research topic. For example,

Noack [103] proposed a LinLog method to explore the community structures of net-

works through minimizing an energy model iteratively. Gronemann and Jünger [59]

provided a visualization to show how clustered graphs could be drawn as topographic

maps. Didimo et. al [34] studied the problems of designing graph drawing algorithms

within two heuristics: topology-driven and force-directed. Greffard et. al [56] made a
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comparison for two-dimensional and three-dimension perspective on community de-

tection in networks. In this dissertation, the focus of our network analysis is also

to visualize network topology. But the entry point of our analysis is network feature

transformation from high-dimensional spectral space to two-dimensional plane, which

is different from previous approaches.

Additionally, interaction techniques have been also developed with visualization

to analyze network structure. Because interactions, such as selection, zooming, and

editing, are simple and powerful to understand a network and to explore its hidden

multiple interpretations [67]. For example, Chan et al. [21] provided a set of in-

teraction methods for analyzing network hierarchies. Arvo [6] gave a review about

different interactive graph drawing algorithms. There were many interactive toolkits

or systems of network visualization, such as WiGis [57], Gravisto [9], Gluskap [38],

HGV [109] and RINGS [124].

Moreover, researchers have proposed algorithms to design network visualization

for large-scale and dynamic datasets. Some researchers focused on how to accelerate

the speed for large-scale networks exploration. For example, Brandes and Pich [16]

presented a novel sampling-based approximation technique for classical MDS that

yields an extremely fast layout algorithm suitable even for very large graphs. Some

other researches focused on providing methods to analyze hierarchical structure or

clusters of large networks. For example, Hong and Murtaph [69] proposed a new

method for visualization of large and complex networks in three dimensions. They

visualized the core tree structure of large and complex networks hierarchy (sub trees).

Additionally, some new network visualizations have been developed by improving
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the classic force-directed approaches. For example, a system named by Graphael

was developed by combining several traditional force-directed layouts to study large

networks [46]. A new layout paradigm for drawing large network with a focus on

decompositional properties was proposed in [54]. The technique worked in three

phases: abstract layout, drawing for individual nodes, and final layout by force-

directed methods. In [62], a new force-directed graph drawing algorithm combining

with a multilevel scheme and a force model was presented.

For dynamic networks, their structures are evolving over time, which contain more

uncertainty than traditional networks. Sallaberry et. al [114] proposed a new ap-

proach to cluster, visualize and navigate dynamic networks. They provided dual

visual representation views: an overview to show the changes of clusters over time

with selection interaction and a node link diagram to visualize the network clusters in

a selected time step. Usually, dynamic network analysis has been involved into appli-

cation. For example, Boitmanis et. al [13] designed a visualization for large dynamic

autonomous-level internet topology to analyze internet evolution. Suntinger et. al

[120] provided a event-tunnel visualization to find the stream of events in business by

backtracing business incidents and exploring event patterns root causes. They also

allowed users to search relevant events within a data repository.

After review hundreds of literature on network visualization, we find that intuitive

visualization can help people get a meaningful overview of networks as well as the

relationship of nodes and edges in detail, which is very helpful for network analysis.
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2.1.2 Signed Network Analysis

There are many researches of network visualization and analysis focusing on net-

works with only positive links. However, in reality, many networks are signed graphs

with negative links. For these signed networks, researches of network visualization

and visual analytics have focused on visualizing conflicts or controversy relationships

in social or political networks. For example, Brandes et al. [14] presented a visual sum-

mary method for bilateral conflict structures embodied in event data. This method

projected nodes into a conflict space to provide a graph overview and highlight main

opponents in a series of events. Brandes and Lerner [15] later proposed a visual

analysis technique to reveal authors that were the most involved in controversy and

identify some recurrent patterns of confrontation.Suh et al [119] described a model for

identifying patterns of conflicts in Wikipedia articles based on users’ editing history

and relationships between user edits, such as reverts - revisions that void previous

edits. The overall conflict patterns between groups of users were also visualized with

Revert Graph. Recently, Kermarrec and Moin [80] presented Signed LinLog model

based on Linlog model whose clustering properties for unsigned graphs was already

discovered. Their method was based on a dual energy model for graphs containing

uniquely negative edges, which extended previous energy models for unsigned graphs.

Signed networks have also been studies in a number of other research fields, such as

data mining, human-computer interaction, WWW, agent and multi-agent systems,

and social network analysis. Sharma et al. [135] proposed a clustering re-clustering

algorithm to mine signed social networks where the negative inter-community links
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and the positive intra-community links are dense. The algorithm first formed clusters

using only positive links and then modified the clusters on the basis of a robust criteria

termed as participation level. Kunegis et al. [86] adopted social network analysis

techniques to the problem of negative edges and studied the Slashdot technology

news site. Bogdanov et al. [12] presented a framework for discovery of collaborative

community structure in Wiki-based knowledge repositories. Their approach included

modeling of pairwise variable-strength contributor interactions and synthesis of a

global network incorporating all interactions.

2.1.3 Spectrum-based Network Analysis

In applied mathematics and scientific computing, the spectral methods study graphs

using methods of linear algebra, which have been demonstrated useful as one part of

graph theory [23]. Especially for network analysis, spectral-related researches have

been done to analyze and describe the network properties and the node relationships.

For example, Seary and Richards [115] used the spectral methods to discover the

cohesive and localized features of networks. Newman [99] used eigenspectrum of a

matrix to detect community structure in networks. Ying and Wu[138] studied several

important topological features of the network data by preserving spectral properties

during randomization. The data features explored in spectral spaces have also be

integrated to improve network layouts. For example, Koren etc. [83] provided one

algorithm named ACE to draw graphs recursively by eigenvectors of the Laplacian

matrix.

The theories for signed graphs, such as balance theory and clusterizable graphs,
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have been used in various studies about social networks [90]. The first of these theo-

ries is structural balance theory, which originated in social psychology and formulated

by Heider in the 1940s [66]. Cartwright and Harary introduced this concept to graph

theory in the fifties [19] and used it to characterize forbidden patterns for social

networks. Informally, a balanced signed graph is a signed graph that respects the

following social rules: my friend’s friend is my friend, my friend’s enemy is my enemy,

my enemy’s friend is my enemy, and my enemy’s enemy is my friend. The authors

in [132, 133]showed that communities in a balanced signed graph are distinguishable

in the spectral space of its signed adjacency matrix even if connections between com-

munities are dense. Davis in [31] gave a second characterization for social networks

by introducing the notion of clusterizable graph. A signed graph is clusterizable if it

shows a clustering such that each positive edge connects two vertices of the same sub-

set and each negative edge connects vertices from different subsets. Empirical studies

on real data with large databases of social networks have been performed [90, 122]

and proved that they fail to reflect some current practices in real social networks [81].

Other approaches have also been explored for graph drawing and mining problems.

For example, Leskovee et al. [81] presented an approach to decide whether a given

signed graph has a drawing in a given l-dimensional Euclidean space, which satisfies

the requirement that everybody sits closer to their friends than their enemies. Kunegis

et al. [87] presented spectral graph mining algorithms for signed graphs. Their work

demonstrated that several characteristic matrices of graphs could be extended to

signed graphs, such as a signed variant of the graph Laplacian. They concentrated

on spectral clustering and graphs with positive connections inside communities and
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negative connections between communities. Leskovee et al. [90] examined the inter-

play between positive and negative links in social media. They analyzed two theories

of signed networks, balance and status, and applied these two theories of connections

to make predictions of the other connections.

2.2 Collaborative Visualization

Collaborative visualization systems have been developed for large scientific projects

[93] as well as information visualization [17]. Here, we briefly describe the previous

work on distributed and co-located collaborative visualization. Later, we introduce

the mechanics and social aspects in collaboration.

2.2.1 Distributed Collaborative Visualization

Distributed environment is a popular setting for collaborative visualization. It al-

lows users from different locations to access data remotely and share data analysis

results. For example, Ma and Wang [93] provided an example of web-based system,

which displayed the results of each simulation run in terms of visualization, anima-

tion, and notes made by those who examined the simulation results. Susan et al. [41]

built a collaborative framework among multiple analysts, which allowed multiple an-

alysts to share information, especially the reasoning behind the information, logically

and graphically. Convertino et.al. [26] investigated the knowledge sharing issue for

multiple views with distributed and synchronous visualization.

2.2.2 Co-located Collaborative Visualization

Different from distributed systems, co-located collaborative visualization provides

a platform for users to communicate effectively at the same location, such as around
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a touch table or a multi-display environment. For example, Isenberg and Carpen-

dale [74] presented a system to facilitate hierarchical tree comparison tasks for a

small groups using a shared interactive tabletop display. They provided an analysis

of challenges and requirements for the design of co-located collaborative information

visualization systems. Isenberg et al. [75] made an evaluation for co-located vi-

sual analysis around a tabletop display. They concluded eight collaboration styles for

co-located visual analytics problem solving. Waldner et al. [128] discussed design con-

siderations for employing multiple-view visualizations in collaborative multi-display

environments. Park et al. [105] explored collaboration issues for a CAVE-based

virtual reality environment.

2.2.3 The Mechanics and Social Aspects of Collaboration

Collaborative teamwork includes two important components: the mechanics and

social aspects of collaboration. The mechanics of collaboration include common ac-

tions which team members must take to complete a shared task in the collaboration

process. For example, Gutwin and Greenberg [61] identified several major actions

including communication, coordination, planning, monitoring, assistance, and pro-

tection.

Ma and Wang [93] have pointed out that knowledge sharing and the social aspects

of collaboration should be considered; particularly to better support collaborative

work for large scientific projects using visualization. Social aspects are inevitable in

collaborative work. The study of social aspects often involves exploring the struc-

ture of participant roles, awareness, and trust. Furthermore, social aspects include
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both social and cognitive presences. “Social presence reflects the ability to connect

with members of a community of learners on a personal level. Cognitive presence is

the process of constructing meaning through collaborative inquiry” [51]. Social and

cognitive presences are also needed for online collaboration [104].



CHAPTER 3: SPECTRUM-BASED NETWORK TOPOLOGY ANALYSIS

3.1 Introduction

In this chapter, we present a new network visualization approach for analyzing

network topologies, including both the global topology structure and the importance

of individual nodes and edges to each network community. In our approach, we

mainly study undirected and un-weighted networks without self-loops, as they are

challenging to analyze and the other network representations can be decomposed to

this format. Our approach provides both an automatic network layout algorithm and

interactive analysis tools for analyzing network topologies.

Our automatic graph layout algorithm produces topology-aware network visualiza-

tion through utilizing the features of node distribution and coordinates in the spec-

tral space. Specifically, network nodes are projected to a high dimensional sphere

with a node dispersion algorithm, which captures the quasi-orthogonal patterns of

loose communities in the spectral space. We further design interactive visualization

and analysis functions to study complex networks, including topology-aware filtering,

zooming, and interactive exploration. At the end of the chapter, we provide case

studies and comparisons to demonstrate the advantages of spectrum-based methods.

Compared to the previous network visualization methods, our approach has two

main contributions. First, the new network layout algorithm facilitates topology-
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aware visualization, which reveals the structure of communities in a network. Second,

our network visualization provides interactive analysis functions to analyze both the

global network topology and the roles of individual nodes and edges to their commu-

nities, which are previously hard-to-obtain. The efficiency of our approach is rooted

from a new data transformation view based on the spectrum-based data analysis,

which is significantly different from the previous force or energy driven methods.

3.2 Spectrum-based Network Layout

In this section, we first introduce the foundation – spectrum-based network analysis

theorem. Then, we describe our network visualization algorithm, which consists of

node projection, dispersion, and warping procedures.

3.2.1 Spectrum-based Network Analysis

A network or graph G(V,E) is a set of n nodes V connected by a set of m links

E, where V denotes the set of nodes and E ⊆ V × V is the set of links. G can

be represented as a symmetric adjacency matrix A = (aij)n×n. Since this chapter

concentrates on analyzing data with binary adjacency matrices, aij = 1 if node i is

connected to node j and aij = 0 otherwise.

Graph spectral analysis deals with the analysis of the spectra (eigenvalues and

eigenvector components) of the nodes in the graph. Let λi be the eigenvalues of the

adjacency matrix A and xi be the corresponding eigenvectors. When λ1 ≥ λ2 ≥ · · · ≥

λn, the spectral decomposition of A is A =
∑

i λixix
T
i . Let xij denotes the j’th entry
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of xi.

x1 xi xk xn
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αu →
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(1)

We can see from Formula 1 that the eigenvector xi is represented as a column

vector. The row vector αu(x1u, x2u, · · · , xnu) represents the coordinates of node u in

the n-dimensional spectral space. It is known that there is an intimate relationship

between the combinatorial characteristics of a graph and the algebraic properties of

its adjacency matrix. Ying et al. [137] have explored the relationships of spectral

coordinates and communities as follows. Here, communities are loosely defined as

collections of network nodes that interact unusually frequently.

Theorem 1 (Quasi-Orthogonal Property): For a graph with k communities, the

coordinate of node u in k-dimensional space, αu = (x1u, x2u, · · · , xku) ∈ R
1×k, denotes

the likelihood of node u’s attachment to these k communities. Node points within

one community form a line that goes through the origin in the k-dimensional space.

Nodes in k communities form k quasi-orthogonal lines in the spectral space. [139]

Theorem 1 can be proved through optimizing the graph division process, which

maximizes the overall edge to node densities inside each divided community. The max-

imum density reaches the sum of all the eigenvalues only when the quasi-orthogonal
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property is ensured. Please refer to [139] for details of the proof.

Noticing k is the community number of a network, which is much less than the node

number of the network n. We pick a subset of the kth largest eigenvalue/eigenvector

pairs. We basically ignore all the other eigenvalues and eigenvectors but the first k

dimensions in the coordinate. The question of how to pick the right k will be discussed

in Section 3.4.3.
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(a) Polbooks network [137]
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Figure 1: Demonstration of Quasi-Orthogonal Property with the polbooks network.
Two communities can be identified through the quasi-orthogonal lines in the spectral
space.

We use the political book network (Valdis Krebs. http://www.orgnet.com/) as an

example to demonstrate the relationship between eigenvectors and network topology.

The political book network contains 105 nodes and 441 edges as shown in Figure

1(a). In this network, nodes represent books about US politics sold by the online

bookseller Amazon.com while edges represent frequent co-purchasing of books by the

same buyers on Amazon. Each node is labeled as “liberal” (blue), “neutral” (white),

or “conservative” (red). These alignments were assigned separately by Mark Newman

based on a reading of the descriptions and reviews of the books posted on Amazon.
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Figure 1(b) plots node coordinates projected in the 2-D spectral space of the adja-

cency matrix A. We can observe from Figure 1(b) that the majority vertices projected

in the 2-D spectral space distribute along two straight and quasi-orthogonal lines. It

indicates that there exist two communities with sparse edges connecting them. The

first up-trend line consists of most nodes in red while the second down-trend line con-

sists of most nodes in blue. White nodes, which correspond to either noise nodes or

bridging nodes, distribute either around the origin or between two quasi-orthogonal

lines in the projected space.

3.2.2 Spectrum-based Network Layout Algorithm

Based on the quasi-orthogonal property (Theorem 1), we have designed a net-

work layout method that visualizes the network topology, especially for exploring

the structure of network communities and the node relationships. Our basic idea is

to project nodes onto a k-dimensional sphere in the spectral space, as it preserves

main structure of the network topology and maximizes the distances between dif-

ferent network communities. Later, we visualize the network spectrum relationships

on the k-dimensional sphere surface through a 2-D plane, where allows convenient

interactive analysis. As shown in Figure 2, our approach consists of the following

three steps: node projection, node dispersion, and sphere warping.

3.2.2.1 Node Projection in the Spectral Space

The first step is to project nodes to a high-dimensional sphere in the spectral space.

Given an adjacency matrix A and a user-assigned parameter k, we calculate the

eigenvalues and eigenvectors xi of matrix A. As shown in Formula 1, the coordinates
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(a) Quasi-orthogonal
property

(b) Node Projection (c) Node Dispersion (d) Sphere Warping

Figure 2: The pipeline of our algorithm. (a) Quasi-orthogonal property of the node
distribution in the spectral space. (b) In the spectral space, nodes are projected
onto the surface of a k-dimensional sphere. (c) A process of node dispersion in the
spectral space is added to reduce the issue of node overlapping. (d) The nodes are
transferred from k-dimensional sphere surface to a 2-D space for visualization and
interaction. In the final layout, nodes placed near the center of each community are
often more important to the network, as they have larger numbers of connections in
the community than other nodes.

of node u in the first k-dimensional spectral space is the row vector (x1u, x2u, · · · , xku).

[htb]x′

iu =
xiu

√

∑k

j=1 x
2
ju

× Sradius, 1 ≤ i ≤ k. (2)

Then, we project the nodes onto a k-dimensional sphere whose center is located at

the origin of the spectral space. In Equation 14, Sradius is the radius of the sphere.

In all the results of this chapter, we use the value 1 for the sphere radius, as it does

not affect the measure on geodesics on the k-sphere surface.

Figures 3 (a-d) show the projection results of several synthetic datasets. These

datasets contain different numbers of communities, ranging from 3 to 6. Inside each

community, the nodes are fully connected; while extra 10% edges are added to connect

nodes from different communities. In all these four results, the values of k are the

same as the number of communities. The results demonstrate that our approach can

reveal the network topology from datasets with different numbers of communities.
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(a) 3 communities (b) 4 communities (c) 5 communities (d) 6 communities

Figure 3: (a-d) Our network layout algorithm successfully reveals the global topology
from network data with different numbers of communities. As the circles show in all
these four networks, the community structures are clearly revealed.

3.2.2.2 Node Dispersion in the Spectral Space

As shown in Figure 2(b), after all the network nodes are projected onto the k-

dimensional sphere, we may have communities with clustered nodes when they are

densely connected. Generally, users prefer to spread the nodes in the network layout,

so that they can not only visualize the main topology structure of the network, but

also analyze the connections of individual nodes and edges. Therefore, our second

step is to disperse nodes around the k-dimensional sphere surface in the spectral

space.

Our node dispersion method is designed based on the following property of node

coordinates in the spectral space from [139]:

Property 1 (Distance): The distance of a node to the origin of the spectral space

indicates the degree of the importance of this node to its community. The farther a

node is away from the origin, the more important the node is in its community.

According to the distance property, nodes closer to the origin of the spectral space

are more likely to be random nodes, which do not belong to any communities in



24

the network obviously; while nodes away from the origin are often crucial to their

communities [139]. Therefore, our design principle is to preserve the locations of

nodes away from the origin of the spectral space and disperse all nodes on the sphere

surface according to their distances to the origin.

We disperse the nodes around their projection locations on the k-dimensional

sphere, instead of their original coordinates in the spectral space. Since a small

amount of movements around the original coordinates can result in a large change on

the projection locations, especially when a node is close to the origin, our approach

moves each node randomly around the sphere surface according to its distance to the

origin of the spectral space. In this way, the center of every community, represented

by the intersection of the corresponding quasi-orthogonal line and the k-dimensional

sphere, remains on the same location. Since important nodes with large connections

are distributed near the surface of k-dimensional sphere, they are located close to

their projection locations. On the contrary, random nodes, distributed nearer the

center of the spectral space, are more affected by noises.

As shown in Equation 3, distanceu is the distance of node u to the origin; r is a

random number from−1 to 1; and R is a parameter to control the degree of dispersion.

The selection of R is dependent on the number of nodes in the network. Generally,

we use a small value for large networks to avoid nodes that are previously separated

from different communities interweaving on the sphere after the node dispersion step.

While it is ideal to move the nodes on the sphere surface, the computation involves

calculating the angles for each of the k dimensions, which is more time-consuming.

Our approach is computationally efficient and achieves similar dispersion effects.
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x′′

iu = x′

iu +R × (1.0− distanceu)× r, 1 ≤ i ≤ k. (3)

As shown in Figure 4, we find that sometimes it is still hard to disperse nodes on

networks with dense nodes. Figure 4(b) shows that the nodes spread out mainly in one

dimension, instead of the entire 2-D space. Therefore, we extend the k dimensional

coordinates to k + 1 dimensions with x(k+1)u = 0, which introduces an additional

dimension to disperse the nodes. Then, we perform the above node dispersion method

on the k + 1 dimensions. The result in Figure 4(c) shows that this step successfully

disperses the nodes on the 2D space.

(a) (b) (c)

(d) Direct projection (e) k dispersion (f) k + 1 dispersion

Figure 4: The results of the node dispersion on the polybook dataset (a-c) and a
synthetic dataset with three communities, including 60 nodes and 871 edges (d-f).
(a) and (d) show the layouts without node dispersion. (b) and (e) show the layouts
with node dispersion in k-dimensional space. (c) and (f) show the layouts with node
dispersion in k + 1-dimensional space, which produce the best network layouts.



26

3.2.2.3 Sphere Warping to 2D Network Layout

The final network layout is generated by warping the surface of a k-dimensional

sphere to a 2D space. To achieve this effect, we first collect a distance matrix, which

measures node distances on the surface of the k-dimensional sphere. Specifically, for

any two nodes u and v, we calculate the angle θ between the vectors
−→
Ou and

−→
Ov,

where
−→
O represents the origin of the spectral space. As

−→
O is a k-dimensional zero

vector, we can calculate the angle according to Equation 4:

θ = arccos(
x′′

iux
′′

ju

|x′′

iu| ×
∣

∣x′′

ju

∣

∣

) (4)

Then, the distance of two nodes on the surface of the k-dimensional sphere can be

calculated via Equation 5. As the distances (spherical − distance) are linear to the

angles θ, we can actually ignore this calculation and achieve the same network layout

effects.

spherical − distance =
θ × π × Sradius

180◦
(5)

At the end, the problem is how to generate a 2D network layout, which can best

approximate the node pair distances we measure from the sphere surface. Among dif-

ferent high-dimensional projection methods, we choose the multi-dimensional scaling

(MDS) mechanism, as it optimizes the preservation of the relative node pair distances

from the k-dimensional sphere to the 2D layout. As all the results in Figures 3 and 4

show, nodes that belong to the same community are projected onto similar locations

on the k-dimensional sphere and grouped nicely on the final network layout.
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3.3 Spectrum-based Visualization and Interaction

We further develop a network visualization approach to analyze the roles of indi-

vidual nodes and edges to the global topology structure. This is achieved by incorpo-

rating a framework of spectrum-based non-randomness measurements. We have also

designed interaction methods that allow users to select and analyze their interested

nodes or regions according to the network topology.

3.3.1 Spectrum-based Network Visualization

We first introduce the non-randomness framework, which is used to visualize the

importance of a node or a link to the network topology. For example, an individual’s

social network tends to consist of members of the same ethnic group, race, or social

class. Intuitively, two friends of a given individual are more likely to be friends with

each other than they are with other randomly chosen members. The non-randomness

framework has been recently presented by Ying et al. [139] [137]. It quantifies all

graph non-randomness measures mathematically from the spectra of the adjacency

matrix of the network. The framework begins with a study of edge non-randomness

by spectral coordinates of its two connected nodes in the spectral space. The node

non-randomness is then defined as the sum of non-randomness values of all edges that

connect to it. The formal result is given below.

Denote αu = (x1u, x2u, . . . , xku) ∈ R
k as the coordinates of node u and αv =

(x1v, x2v, . . . , xkv) ∈ R
k as the coordinates of node v in the spectral space.

Property 2 (Edge Non-randomness): The edge non-randomness R(u, v) is defined

as R(u, v) = αuα
T
v =

∑k

i=1xiuxiv. We then have R(u, v) = ‖αu‖2‖αv‖2 cos(αu, αv).
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Property 3 (Node Non-randomness): The node non-randomness R(u) is defined as

R(u) =
∑

v∈Γ(u)R(u, v), where Γ(u) denotes the neighbor set of node u. We then

have R(u) =
∑k

i=1λix
2
iu = αuΛkα

T
u , where Λk = diag{λ1, λ2, . . . , λk}, which means

the non-randomness of node u is the length of its spectral vector with the eigenvalue

weighted on corresponding dimensions.

(a) Node trans-
parency, size and
color

(b) Distance-based
color

(c) Edge trans-
parency

(d) Visualization of the
important nodes and edges

Figure 5: Example results of our approach. (a-c) demonstrate results of two synthetic
datasets: (a) and (b) use the synthetic dataset with three communities, including 60
nodes and 737 edges; (c) is the synthetic dataset with four communities, including
120 nodes and 2262 edges. We also demonstrate the visualization strategies on real
Polbook dataset (d). The layout clearly visualizes the network community structure
and emphasizes the crucial nodes with their connections in the dataset.

The properties of nodes and edges in the spectral space can be used to reveal

important network topology. For example, we can color the nodes according to their

distances to the origin of the spectral space. With the HSV color model, we adjust

the hue channel with normalized distances and set the other two channels to be full

for the most visible effect. It is very interesting to see that this coloring scheme

automatically visualizes the three communities differently, as shown in Figure 5(b).

This effect is resulted when the communities are located at different distances to the

origin in the spectral space. Similarly, we design our network visualization based
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upon the non-randomness properties to emphasize the important network nodes and

edges.

Node transparency (demonstrated in Figures 5(a & d)): According to Property 1

(distance), the farther a node is away from the origin, the more important the node

is in its community. Therefore, we set the transparency of a node to be linear to its

distance from the origin.

Node size (demonstrated in Figures 5(a & d)): According to Property 3 (node

non-randomness), we set the size of a node to be linear to its non-randomness value.

All the node non-randomness values are normalized before the visualization.

Node color: Generally, we preserve this rendering parameter to visualize additional

attribute of the network data. As Figure 5(a) shows, we just use one color for all the

nodes.

Edge transparency: According to Property 2 (edge non-randomness), we set the

transparency of an edge to change linearly with its non-randomness value. All the

edge non-randomness values are normalized to 0-0.5 before the visualization. As

Figures 5 (c and d) show, the important edges are often inside each community.

3.3.2 Interactive Topology Analysis

We present three interactive analysis methods which allow users to select or filter

network data to analyze network topology and the roles of individual nodes and

edges. The interactive analysis methods can be combined freely during interactive

exploration, which is often necessary for understanding complex networks.
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(a) Initial Layout (b) Node non-randomness>
-0.045

(c) Node non-randomness >
0.258

(d) Edge non-randomness >
0.001

(e) Edge non-randomness >
0.003

(f) Edge non-randomness >
0.01

Figure 6: Node and edge filtering results on PolBlogs dataset. The node filtering
process is demonstrated on the top (b & c) and the edge filtering process on the
bottom (d & f). The range of node non-randomness on PolBlogs is from -0.3495 to
5.7343 and the range of edge non-randomness is from -0.0016 to 0.0314. With more
node and edge filtering, the kernel topology structure appears clearer.

3.3.2.1 Topology Analysis through Filtering

For large networks, the main topology structure is often hidden in the visualization

of all the nodes and edges. Filtering in our interaction, not just according to data

attributes, provides a tool to remove irrelevant nodes and edges and visualizes the

main network topology. According to the Properties 2 and 3, the nodes and edges

with low non-randomness values are random nodes and edges, indicating that they

do not possess obvious connection relationships to any major communities in the

network. Therefore, we can use the non-randomness measurements to filter nodes

and edges in the visualization.

The main benefit of this method is that we can select nodes along the main topology

structure, ranging from visualizing only the kernel nodes of each community to all
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the nodes in the network. As items in Figures 6 show, (a) visualizes all the network

nodes and (c) reveals only the most important nodes. The same selection process

can be applied to the edges for revealing important edges to the network topology, as

shown in Figures 6 (d,e and f).

3.3.2.2 Topology Analysis through Selecting Examples

For complex network structures, we provide an interaction method to help users

adjust the network layout based on their knowledge. The approach allows users to

identify communities through selecting representative nodes and simplify the net-

work by removing the known communities. The interactive selection process can be

iterated until the network topology is completely unraveled. Generally, with a new

network, we start from k = 2 and increase the value gradually. We can also identify

the representative node of a community by selecting the node with the maximum

connection number in the community.

During and after the interactive analysis process, we visualize the network with our

network layout algorithm using k equals to the number of representative nodes. We

have designed an automatic algorithm to relocate the other nodes surrounding the rep-

resentative nodes. Assume that m representative nodes are (v1, v2, . . . , vm). For any

other node u, we first determine which of the m communities that the node u belongs

to with a clustering algorithm. In this chapter, we use k-means clustering algorithm,

as it is widely-used and allows us to define the number of communities/clusters freely.

Second, a node u is shifted from its original location in the spectral space as follows,

where p is a parameter to control the amount of movement.
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~u′ = ~u+ p×
~uvi

‖ ~uvi‖
(6)

As Figures 8 and 9 show, this achieves the effect that the all the rest nodes in each

community are close to each selected community representative node. This interaction

function is especially useful to analyze complex networks.

3.3.2.3 Detail Observation through Zooming

The third interaction method is the zoom in/out function, which enables users to

visualize the details of a selected region in the network. We allow users to select the

center of one region which they are interested in. Then, with the x and y axis values

of the selected center, the zoom-in region is x − δ < x′ < x + δ, y − δ < y′ < y + δ,

δ can be adjusted by users, that can help them to see the different levels of zoom-in

results. As Figure 7 shows, the initial network visualization may contain too many

nodes with some overlapping. The zoom-in layout shows more details compared to

the selected region marked in black.

Figure 7: The zooming result of a synthetic dataset with 3 communities, including
300, 250 and 230 nodes respectively. The zooming function allows more details to be
visualized.
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3.4 Results and Discussion

3.4.1 Results

(a) football network:k=3 (b) football network:k=5 (c) football network:k=5

(d) football network:k=7 (e) football network:k=4 (f) Final layout of football
network

Figure 8: Examples of interactive analysis for football datasets. Figures (a-e) and
(g-m) demonstrate the selection of communities (each circled separately) and repre-
sentative nodes (rendered in black). The value of k for each step is labeled under
each figure. Figure (f) show our final results of these two real datasets, which match
the topology structure of original datasets closely.

We have tested our approach with both real and synthetic network datasets. For

example, Figures 6 visualize the PolBlogs data, which contains 1222 nodes and 33428

edges. Figure 5(d) visualizes the PolBook data, which contains 105 nodes and 441

edges. The details of each dataset are provided in the descriptions of the figures.

Other figures use synthetic datasets with different numbers of communities and noise

levels.
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(a) CiteSeer network:
k=3

(b) CiteSeer network:
k=3

(c) CiteSeer network:
k=3

(d) CiteSeer network:
k=6

(e) CiteSeer network:
k=5

(f) CiteSeer network:
k=5

(g) CiteSeer network:
k=3

(h) final layout of
CiteSeer network

Figure 9: Examples of interactive analysis for CiteSeer dataset. Figures (a-h) demon-
strate the selection of communities (each circled separately) and representative nodes
(rendered in black). The value of k for each step is labeled under each figure. Fig-
ure (h) shows our final results of these two real datasets, which match the topology
structure of original datasets closely.

The following demonstrates the interactive analysis with two real datasets. We

compare our results with the original topology structures described in the data and

provide discussion on how our network visualizations reveal meaningful information

in the datasets. To demonstrate our interactive analysis approach, we render the

nodes according to the community structure so that all the nodes in one community

have the same colors.

The first dataset is the network of American College football games between Divi-

sion IA colleges during regular season Fall 2000. There are 115 teams and 12 commu-

nities, including one for independent teams. As shown in Figure 8 (a), initially the

network topology can separate several large communities; however, there are nodes

obviously floating between communities. We start to choose tightly grouped commu-



35

nities and representative nodes, shown in Figures 8 (a-e). Every time we start from

k = 2 and gradually increase the value of k, so that we can choose clearly isolated

communities. We stop at Figure 8 (e), since the topology structure is very clear.

According to the selected 11 representative nodes, we set k = 11 and generate the

final network layout, shown in Figure 8 (f).

Comparing our result with the original network topology, we can tell that major

topology structures are identified successfully. The main difference is caused by the

independent conference, rendered in orange. The teams in this conference have more

connections with other conferences than their own conference. The teams in the other

11 communities are all categorized correctly.

The second dataset is the CiteSeer dataset from the paper “Collective Classification

in Network Data”, which includes 4536 edges and 3312 scientific publications from 6

research communities. Figures 9 (a-h) demonstrate the interactive analysis process

for selecting groups and representative nodes. Node filtering and edge filtering are

applied to visualize important topology structure. The sizes of nodes are also changed

with the distance of the node to the origin in the k dimensional spectral space.

Since the purple community (“Information Retrieval”) is the largest in the network

(containing more than 30% connections than any other groups), the initial networks

are dominated by the purple group and four representative nodes are selected from

this group during the interactive process. This does not affect the final layout, where

the four purple representative nodes are closely located and this group is still clearly

separated.

Figure 9 (h) visualizes the final layout of the citation network with five separated
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communities, purple (IR), red (Agents), green (DB), orange (ML), and pink (HCI).

The only missing community, blue (AI), is overlapped with the red (Agents) group

and dragged to the direction towards the green (DB) and orange (ML) communities.

This is caused by the fact that the connections between communities Agents and

AI are twice the connections inside the community AI. Some blue nodes locate close

to the orange (ML) and green communities (DB), as the AI community has more

connections with these two community members than the pink (HCI) and purple

(IR) communities.

Note that the purpose of interactive analysis is mainly for simplifying complex

network and choosing representative nodes. The approach can tolerate errors in the

selection process. For example, all the three communities selected in Figure 8 (d)

include nodes from other communities. They are corrected in the final result shown

in Figure 8 (f), when the relationship of each node is recomputed globally.

3.4.2 Computation Complexity and Scalability

The computational complexity of our approach is O(N2), which is relatively fast.

Table 1 shows the time complexity of each step in our approach, where N is the

number of nodes in the network. The first step, spectral decomposition, is performed

with QR algorithm by a reduction to Hessenberg form (please refer details to Lloyd

N. Trefethen and David Bau, Numerical Linear Algebra, 1997). The third step, with

MDS, follows the hybrid approach from Information Visualization in 2003 (please

refer details to “Fast Multidimensional Scaling through Sampling, Springs and Inter-

polation”). Active researches are performed to accelerate spectral decomposition and
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MDS, which can further used to improve the performance of our approach.

The scalability of our approach is mainly determined by the approaches of spectral

decomposition and MDS. Both approaches have been shown to handle large-scale

data, as they are common problems shared among the communities of math, data

mining, graph drawing, information visualization, and bio-informatics, etc. The sec-

ond step is only linear to N , which can be easily performed and accelerated. We also

provide interactive visualization functions to analyze complex networks, which assist

users to filter random nodes and explore main topology structures.

Table 1: Time complexity of our approach.

Steps Computation Complexity
Spectral Decomposition O(N2)
Node Projection and Dispersion O(N)
Space Warping O(N2)

3.4.3 Resistance to Noise

Figures 10 demonstrate that our network layout algorithm can successfully reveal

the global topology structure when a large amount of noises is introduced into the

network. Two synthetic datasets with three and four fully connected communities are

generated: one containing three communities with 60 nodes and 670 edges; the other

containing four communities with 120 nodes and 1740 edges. In order to simulate

the real cases, we add random noise nodes and noise edges to the datasets. Specifi-

cally, 10, 40, 80 and 130 percentages of noise nodes are introduced respectively and

connected to the existing nodes randomly. Noise edges (10, 30, 80 and 120 percent-

ages of total edges) are introduced by randomly adding an edge between nodes from

different communities. The noises disrupt the graph layout and enrich complexity of
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the network data.

In Figures 10, the transparency of the nodes are measured according to the distance

of a node from the origin of spectral space. After observing all these results, we find

that almost all the bright red nodes are located inside the communities while noise

nodes are located outside sparsely. With our node filtering interaction, users can

easily identify the main network topology. Figures 10 (a-d) demonstrate the results

with different numbers of noise nodes. The main network topology structures can

be visualized successfully even adding 130% of the noise nodes. In this case, the

original nodes in the network are better representatives of their communities, as they

have more connections than noise nodes. Our approach successfully visualize the

original nodes as bright red nodes which are located inside the communities. The

noise nodes are located outside sparsely and rendered with transparent colors. Thus,

based on Property 3, the node non-randomness of these representative nodes should

be larger. We provide a visualization strategy in section 4.1, which allows users to

emphasize these representative nodes using the node non-randomness. Also, with our

node filtering interaction, users can easily identify the main network topology.

Figures 10 (e-h) demonstrate the results with different numbers of noise edges. We

also use the same coloring scheme on this dataset. Since all the nodes in the network

are important to a community, their colors are calculated to be bright. In this case,

with the increasing of the noise, the four network communities become closer. Our

approach can reveal the network topology structure even adding 120% of the noise

edges.
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(a) Adding 10% noise
nodes

(b) Adding 40% noise
nodes

(c) Adding 80% noise
nodes

(d) Adding 130%
noise nodes

(e) Adding 10% noise
edges

(f) Adding 30% noise
edges

(g) Adding 80% noise
edges

(h) Adding 120%
noise edges

Figure 10: (a-d) Adding noise nodes to a network with three communities. (e-h)
Adding noise edges to a network with four communities.

3.4.4 Choice of k

The parameter k controls the number of effective dimensions in the spectral space.

As Figures 11 show, the parameter k in our approach is important to the network

layout. This result is demonstrated with a synthetic dataset, which has 3 communities

with 300, 250 and 230 nodes respectively. As shown in Figures 11, the result of k = 2

suggests two clusters at the left and right ends, but there are strong correlations

between the two clusters. The result of k = 3 produces the best result in the sense

that all the nodes are obviously clustered to three communities and there are only

several nodes between each pair of communities. From the results of k = 4 and k = 5,

the visualizations still suggest a topology structure of three communities. Only the

node distributions are not as clear as the result of k = 3. This is caused by the
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mixture of the main topology structure and small details inside the three communities.

Even without pre-knowledge of this dataset, we can determine that there are three

communities in the network, as the result with k = 3 = #communities brings the

best network layout with clear node clusters.

(a) k=2 (b) k=3 (c) k=4 (d) k=5

Figure 11: Demonstration of the effects of parameter k on the network layouts.

Generally speaking, the value of k should be equal to the number of the com-

munities in the main topology structure, as it defines the dimensions used in the

layout algorithm. If k is small, some important information in higher dimensions are

not considered in the network layout algorithm. On the other hand, if k is large,

small details inside each community can affect the main topology structure. Up to

now, the choice of k is still an open problem in the fields of data mining, statistics

and visualization. No single algorithms can successfully compute the best value of

k. Therefore, in this chapter, we design interactive analysis methods, allowing users

to select a representative node for each community and utilizing this knowledge to

adjust the network layout. With this data transformation, we can not only tell the

number of communities, but also the relationships of each node to the community.
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3.4.5 Comparison

We have compared our results with four network visualization approaches. The

layouts of Fruchterman and Reingold algorithm, FM3 and HDE are generated by

Tulip graph visualization system (http://tulip.labri.fr/TulipDrupal). The ACE lay-

outs are generated by the original Yehuda Koren’s code and provided by Dr. Daniel

Archambault.

(a) Our approach (b) FR (c) FM3 (d) HDE (e) ACE

(f) Our approach (g) FR (h) FM3 (i) HDE (j) ACE

Figure 12: Comparison results: the top row visualizes a dataset including 3 com-
munities with 300, 250 and 230 nodes respectively. The number of edges between
communities is approximately 20% of the edges inside all the communities. The bot-
tom row visualizes a dataset containing 4 communities with 200, 180, 170 and 290
nodes respectively. The number of edges between communities is approximately 72%
of the edges inside all the communities. Our approach achieves the best results by
correctly separating the communities and clearly visualizing the topology structures.

Fruchterman and Reingold algorithm (FR): The FR algorithm is a classical force-

directed approach [47], which has been very widely used in network visualization. The

network is simulated as a physical system where nodes are pulled closer or pushed

further by the assigned edges.

As shown in Figure 12, the FR algorithm visualizes the topology of three com-



42

munities with just 100 iterations for the first dataset (b). Comparing to (a), our

result achieves a clearer visualization of the community structure, as the communi-

ties are well separated. We have also tried the FR algorithm with other numbers of

iterations, the results are almost the same even at 10000 iterations. For the second

dataset, whose community structure is less obvious (ratio of edges between communi-

ties to inside communities is higher), the FR algorithm fails even at 10000 iterations

(g); while our approach still successfully reveals the topology of 4 communities.

Comparing with the FR algorithm, our approach has two advantages. First, our

approach is computationally faster with a complexity of O(N2), while the FR algo-

rithm is Θ(N2+E)× I, where I is the number of iterations. Second, our approach is

non-iterative, while the FR requires users to adjust the number of iterations, which

can affect the network layout results.

Fast Multipole Multilevel Method (FM3): The FM3 algorithm is an accelerated

force-directed approach [62], which comes with an efficient multilevel scheme and a

force model. The time complexity of FM3 is O(N logN + E), which is faster than

our approach.

Figure 12 (c) demonstrates the FM3 algorithm for the first dataset with 30 iter-

ations. The results remain the same with larger numbers of iterations. While this

result suggests a topology of 3 communities, it is not as clear as the layouts in (a) and

(b). For the second dataset, as shown in Figure 12 (h) (10000 iterations), the FM3

algorithm only generates layout with evenly distributed nodes without clear topology

structures. This indicates that the FM3 algorithm does not work well for densely

connected networks.
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High-Dimensional Embedding (HDE): The HDE algorithm [64] is an elegant spec-

tral approach, which is the closest algorithm to our method. This algorithm generates

graph layouts through embedding information from a network to a high dimensional

space and projecting the nodes to a 2D plane.

The HDE algorithm works well on networks with mesh-like structures, however it

does not generate correct layouts for our test datasets. As shown in Figure 12 (d),

the bottom group only includes one node, which is not correct. Figure 12 (i) does

not show the correct community structure.

Algebraic Multigrid Optimization (ACE): The ACE algorithm [83] is described in

our related work. It is an extremely fast algorithm, which is especially suitable for

large graphs. Similar to HDE algorithms, ACE is a spectral approach involving of

computing node projections in multi-dimensions.

As shown in Figures 12 (e) and (j), most nodes gather together in one group, with

only 3 nodes outside (e and f). The performance of the ACE algorithm is the fastest

among the five approaches; however, the comparison results indicate that the ACE

algorithm does not work well for our densely connected networks.

The results above compare automatic network layout algorithms. With the increas-

ing size and complexity of networks, we believe that interactive analysis should also

be included. For example, filtering techniques remove random nodes and edges to re-

veal main network topology. Techniques of interactive network visualization have also

been explored to extract or modify network hierarchy, which can handle large-scale

datasets through incorporating expert knowledge.
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3.5 Conclusion

This chapter presents a consistent network visualization approach through integrat-

ing advanced spectrum-based network analysis techniques. We have demonstrated

the advantages of our approach with several real and synthetic datasets in the case

studies and comparisons. Our results capture many useful network topology clues

hidden in the spectral space, allowing effective analysis of network topology. This

data transformation framework is different from previous network layout approaches,

which often come directly from the network connection information. This work is

also different from previous spectrum-based approaches, which often concentrate on

showing the data with common interests.

Our approach can be used to analyze general network data, especially for social

networks. Popular social networks, such as Facebook and LinkedIn, have become part

of our daily lives and made enormous impacts on the society. Our approach is designed

to study community structures in such networks with both automatic graph layout

and interactive analysis functions. The computation complexity and scalability of our

approach demonstrate potential to handle large-scale networks. Our approach can

be also used for other networks. For example, frauds or attacks can be identified for

security since malicious nodes often demonstrate different distribute patterns in the

spectral space. We believe that advanced spectrum-based analysis techniques should

be explored for developing more effective data transformation and visual analytics

approaches.



CHAPTER 4: COMMUNITY EXPLORATION FOR SIGNED NETWORKS

4.1 Introduction

Social networks are changing our everyday lives. Previous network visualization

researches have concentrated on networks with only positive edges [81]. However,

many social networks in real-life are signed networks, which can reflect a wide range

of relationships, such as like/dislike and friend/enemy. While ideas from existing

techniques can be extended to signed networks, such as the concepts of force-directed

approaches [80], impacts of negative edges should be studied and incorporated in the

visual analysis of signed networks [81].

In this chapter, we study spectral analysis methods for revealing important relation-

ships from signed networks. Spectrum-based methods consider matrices associated

with a given network and compute their eigenvalues and eigenvectors [23]. It is known

that there is an intimate relationship between the combinatorial characteristics of a

graph and the algebraic properties of its adjacency matrix. However, it is often not

clear how to analyze a complex network visually with spectral analysis theories, as

they are abstract and nonintuitive. In this chapter, we concentrate on addressing

two research challenges of visual analytics: what are the important spectral patterns

and how to use them to study signed networks. Our work is built upon a theoreti-

cal foundation of spectral network analysis to studies spectral features of community
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structures, which is in chapter 3. Different from other spectral methods, our ap-

proach derives from empirical analysis of signed networks and provides a mechanism

for studying general signed networks.

Specifically, we provide a spectral analysis framework for analyzing community

structures of signed networks. We start from exploring relationships of spectral de-

composition and community structures for two signature signed networks, represent-

ing the internal and external relationships of communities respectively. We have found

that both signed k-block and k-partite networks demonstrate significant patterns in

the k-dimensional spectral subspace spanned by the eigenvectors corresponding to the

largest absolutes of eigenvalues. These results are summarized and proved formally.

We also describe the spectral features of general signed networks and demonstrate

that our spectral framework can be applied to analyze general signed networks.

To enable interactive exploration of signed networks, we present signed network

layout and interaction approaches driven by the objective of studying community

structures. The methods concentrate on essential tasks of network analysis, including

finding the number of communities k and sub-communities. They provide essential

information and a set of interaction mechanisms for studying community structures

from various signed networks.

The advantages of the spectral analysis methods are the robustness and efficiency

on capturing features of global data distributions. The main contribution of this

chapter is the combination of theoretical spectral analysis and practical visualization

methods to study general signed networks. Both real-life and synthetic networks are

used to demonstrate the effectiveness of our approach.
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4.2 Spectral Analysis of Signed Networks

The focus of our spectral analysis is to provide two crucial information to visualiza-

tion: Explore signature spectral patterns that correspond to important community

structures;

Provide guidelines for visual exploration of general signed networks by identifying

important spectral spaces.

This section presents our spectral analysis framework to achieve the two objectives.

We start with the results of our experiment to explore various spectral patterns.

Formal spectral analysis are conducted on two signature signed networks, the k-block

and k-partite networks, which can serve as the basic cases of general signed networks.

At the end of this section, we describe how the results from the two signature networks

can be extended to explore general signed networks.

4.2.1 Notations

A network or graph G(V,E) is a set of n nodes V connected by a set of m links

E, where V denotes the set of nodes and E ⊆ V × V is the set of links. G can be

represented as a symmetric adjacency matrix A = (aij)n×n. The links of a signed

graph can be simplified as follows:

aij = 1 when node i and j have a positive relationship;

aij = −1 when node i and j have a negative relationship;

aij = 0 when node i and j have no relationship.

Graph spectral analysis [23] deals with the analysis of the spectra (eigenvalues and

eigenvector components) of the nodes in the graph. Let λi be the eigenvalues of the
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adjacency matrix A and xi be the corresponding eigenvectors. When λ1 ≥ λ2 ≥ · · · ≥

λn, the spectral decomposition of A is A =
∑

i λixix
T
i .

As chapter 3 mentioned, let xij denotes the j’th entry of xi. As shown in Formula 1,

the eigenvector xi is represented as a column vector. The row vector αu(x1u, x2u, · · · , xnu)

represents the coordinates of node u in the n-dimensional spectral space.

Ying et al. [137] have proved a theorem of quasi-orthogonality (Theorem 1 in

chapter 3). Our study in this chapter extends previous spectral analysis results for

unsigned networks to signed networks.

4.2.2 Experiment of Two Signature Signed Networks

Our study starts with two signature signed networks, the k-block network with

only internal edges and the k-partite network with only external edges. Since all the

edges of a network, no matter their signs, can only be divided to internal or external

categories; the two special signed networks represent the most important community

structures of a signed network. We show later how they can be used to analyze general

signed networks.

In this section, based on the previous spectral theory for unsigned networks, we

study the changes of eigen-decomposition and network layouts in the spectral space

for signed network with negative edges. In our experiment, we use four synthetic

networks, which have similar structures with 3 communities. Each community has

100 nodes. The differences of these four networks are the connection density of

each community, which range from sparse-connected to extreme densely-connected

community structure. Additionally, a small number of external positive edges are
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added for each network as noise to simulate the network connections in reality.

4.2.2.1 The Generation of Signed Networks

In this section, we introduce the generation of these four synthetic networks. We

calculate the number of total internal and external edges if the networks are fully-

connected. Internal edges indicate the edges inside the communities and external

edges indicate the edges between any two of the communities. The total internal

edges for such networks (100 nodes in each of 3 communities) should be (100×99×3)
2

= 14850 and the total external edges should be (100×200×3)
2

= 30000. We generate

four different networks by adding different percentage of internal positive edges to

make their communities range from spare-connected to densely-connected structure

as shown in Table 2. We also add 10% of internal positive edges as external positive

edges to be noise in these networks.

The first network is a network with sparse-connected community structure. There

are only 100 internal positive edges in each community, which take 2% of total internal

edges. We also add 30 external positive edges as noise, which are 0.1% of total external

edges.

The second network is added 500 internal positive edges in each community, which

are 10% of total internal edges. We also add 150 external positive edges, which are

0.5% of total external edges.

The third network has more densely-connected community structure. We add 2000

internal positive edges in each community, which are 40% of total internal edges.

Also, 600 external positive edges are added, which are 2% of total external edges.
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At last, we make an extreme case. We add 4500 internal positive edges in each

community, which are 91% of total internal edges. The external positive edges are

1350, which are 4.5% of total external edges.

Table 2: The number and percentage of internal and external edges for four networks.

Networks Internal edges / PCT External edges / PCT
Fully-Connected 14850/100% 30000/100%

1 300/2% 30/0.1%
2 1500/10% 150/0.5%
3 6000/40% 600/2%
4 13500/90.0% 1350/4.5%

For these four networks, we firstly add external negative edges, and then we switch

to add internal negative edges to study the spectral features. For both negative edges,

we add them into the networks from a small percentage to a full percentage gradually.

We can find that the networks change from one type of signed graph to another type

with the increasing amount of negative edges.

4.2.2.2 Experiment Results

The results are shown from Figure 13 to Figure 20. We always show the spectral

patterns in the first 3 dimensions in the left column of our results. The middle column

shows the curves of the eigenvalues for the corresponding networks. The dimensions

in these curves are sorted in descending order according to the eigenvalues. The right

column shows the selected 3 dimensions based on the outstanding eigenvalues on the

curves. There should be no results if the curves of the eigenvalues show nothing

special, but in order to summary the changes of spectral patterns in these selected

dimensions from the beginning to the end, we put these results in this column as well.

In our results, we do not show the networks with all percentage of the negative
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edges we added. We show the results which indicate the start or the representation

of the changes. For example, Figure 13 shows we add external negative edges into

the 1st network. The second row shows the community starts to form the separated

clusters by adding 0.9% of external negative edges . When the percentage goes to

5%, the curve of eigenvalues shows several large absolute eigenvalues in the first two

and the last one dimensions. The spectral pattern in these dimensions shows quasi-

orthogonal lines. When the percentage goes to 30%, the spectral pattern in the first

3 dimensions shows 3 separated communities but expand along the 3rd dimension.

While the spectral pattern in the selected 3 dimensions shows communities form 3

separated quasi-orthogonal lines. The results with this percentage are representative

for the spectral patterns in a large range of percentages. When the percentage goes

to 90%, the spectral pattern in the first 3 dimensions shows the communities expand

along the 3rd dimension as three lines. While the spectral pattern in the first two

and the last dimensions shows the communities start to cluster together. Finally,

when the percentage goes to maximum 99.9%, the spectral pattern in the selected 3

dimensions shows the network structure with 3 highly-clustered communities.

Additionally, we select several cases to add more external positive edges as noises

into the networks. From Figure 21, the spectral layouts in the dimensions with the

largest absolute eigenvalues can explore the community structures successfully. we

also generate four synthetic networks with four communities to explore the spectral

pattern changes by adding external negative or internal negative edges. The results

are shown from Figure 22 to Figure 25.
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the (1,2,the last) di-
mensions

0%

0.9%

5%

30%

90%

99.9%

Figure 13: Spectral patterns for the 1st signed network (external -). The network has
300 internal positive edges (2% of total 14850 internal edges) and 30 external positive
edges as noise(0.1% of total 30000 external edges).
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the (1,2,the last) di-
mensions

0%

3%

9%

50%

90%

99.5%

Figure 14: Spectral patterns for the 2nd signed network (external -). The network
has 1500 internal positive edges (10% of total 14850 internal edges) and 150 external
positive edges as noise(0.5% of total 30000 external edges).
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the (1,2,the last) di-
mensions

0%

15%

20%

30%

50%

98%

Figure 15: Spectral patterns for the 3rd signed network (external -). The network
has 6000 internal positive edges (40% of total 14850 internal edges) and 600 external
positive edges as noise (2% of total 30000 external edges).
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the (1,2,the last) di-
mensions

0%

45%

60%

80%

95.5%

Figure 16: Spectral patterns for the 4th signed network (external -). The network has
13500 internal positive edges (90.9% of total 14850 internal edges) and 1350 external
positive edges as noise (4.5% of total 30000 external edges).
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the last 3 dimen-
sions

0%

2%

7%

20%

98%

Figure 17: Spectral patterns for the 1st signed network (internal -). The network has
300 internal positive edges (2% of total 14850 internal edges) and 30 external positive
edges as noise(0.1% of total 30000 external edges).
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the last 3 dimen-
sions

0%

4%

9%

20%

80%

90%

Figure 18: Spectral patterns for the 2nd signed network (internal -). The network
has 1500 internal positive edges (10% of total 14850 internal edges) and 150 external
positive edges as noise(0.5% of total 30000 external edges).
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the last 3 dimen-
sions

0%

20%

30%

40%

54%

60%

Figure 19: Spectral patterns for the 3rd signed network (internal -). The network
has 6000 internal positive edges (40% of total 14850 internal edges) and 600 external
positive edges as noise (2% of total 30000 external edges).
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PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in the last 3 dimen-
sions

9%

Figure 20: Spectral patterns for the 4th signed network (internal -). The network has
13500 internal positive edges (90.9% of total 14850 internal edges) and 1350 external
positive edges as noise (4.5% of total 30000 external edges).

PCT The spectral patterns
in the (1,2,3) dimen-
sions

The curves of Eigen-
values

The spectral patterns
in 3 dimensions with
the largest absolute
eigenvalues

20%

50%

50%

Figure 21: Spectral patterns for the signed networks with more noise edges. The
upper network has 300 internal positive edges (2% of total 14850 internal edges) and
600 external positive edges as noise (2% of total 30000 external edges). We also add
20% of internal negative edges. The middle network has 1500 internal positive edges
(10% of total 14850 internal edges) and 9000 external positive edges as noise (30%
of total 30000 external edges). We also add 50% of external negative edges. The
bottom network has 6000 internal positive edges (40% of total 14850 internal edges)
and 5400 external positive edges as noise (18% of total 30000 external edges). We
also add 50% of external negative edges.
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50%
(a) (1,2,3) dimensions (b) (1,2,4) dimensions (c) The curve of eigenvalues

(d) (1,2,the last) dimensions (e) (1,3,the last) dimensions (f) (1,the last-1,the last) di-
mensions

Figure 22: Spectral patterns for the 1st signed networks with four communities. The
upper network has 400 internal positive edges (2% of total 19800 internal edges) and
40 external positive edges as noise (0.09% of total 45000 external edges). We also
add 50% of external negative edges.

30%
(a) (1,2,3) dimensions (b) (1,2,4) dimensions (c) The curve of eigenvalues

(d) (1,2,the last) dimensions (e) (1,3,the last) dimensions (f) (1,the last-1,the last) di-
mensions

Figure 23: Spectral patterns for the 2nd signed networks with four communities. The
upper network has 8000 internal positive edges (41% of total 19800 internal edges)
and 800 external positive edges as noise (1.8% of total 45000 external edges). We also
add 30% of external negative edges.
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80%
(a) (1,2,3) dimensions (b) (1,2,4) dimensions (c) The curve of eigenvalues

(d) (the last-2,the last-1,the
last) dimensions

(e) (the last-3,the last-2,the
last) dimensions

(f) (1,the last-1,the last) di-
mensions

Figure 24: Spectral patterns for the 3rd signed networks with four communities. The
bottom network has 2000 internal positive edges (10% of total 19800 internal edges)
and 200 external positive edges as noise (0.4% of total 45000 external edges). We also
add 80% of internal negative edges.

59%
(a) (1,2,3) dimensions (b) (2,3,4) dimensions (c) The curve of eigenvalues

(d) (the last-2,the last-1,the
last) dimensions

(e) (the last-3,the last-2,the
last) dimensions

(f) (1,the last-1,the last) di-
mensions

Figure 25: Spectral patterns for the 4th signed networks with four communities. The
bottom network has 8000 internal positive edges (41% of total 19800 internal edges)
and 800 external positive edges as noise (1.8% of total 45000 external edges). We also
add 59% of internal negative edges.
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4.2.2.3 Summary

In conclusion, by adding external negative edges, the spectral patterns change from

quasi-orthogonal lines or blocks to parallel lines along the third or fourth dimension.

The eigenvalue curves always contain several outstanding absolute values, but they

change from several positive values to several positive and 1 negative value. By adding

internal negative edges, the spectral patterns change from quasi-orthogonal lines or

blocks to several quasi-orthogonal lines crossing at the origin of the spectral space.

Several outstanding eigenvalues change from all positive to all negative.

4.2.3 k-block Network

Definition: A k-block signed network represents a graph with k communities such

that 1) inside each community, nodes are densely connected with the same signs; and

2) there are no links between different communities. The adjacency matrix Ab of a

k-block signed network can be written in the following form with proper permutation

of the nodes:

Ab =

















A1 0

. . .

0 Ak

















, (7)

where Ai is the ni × ni adjacency matrix of the ith community with ni nodes. We

call Ab as a k-block matrix.

Our first result proves that the quasi-orthogonality theorem holds when applied to

k-block signed networks. The proof is provided below.

Result 1: The k-block signed network shows k orthogonal lines in the k-dimensional
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spectral subspace spanned by xi’s of the adjacency matrix with corresponding eigen-

values |λ1| ≥ |λ2| ≥ · · · ≥ |λk| when the k communities are comparable and |λk| ≫

|λk+1|. Specifically, when there are k1 blocks with non-negative entries and k2 blocks

with non-positive entries (k1+ k2 = k), the subspace is spanned by xi’s with the first

k1 largest eigenvalues and the first k2 largest absolute values.

Proof of Result 1: With proper relabeling the nodes, we can write a k-block matrix

into

Ab =









A+
b 0

0 0









+









0 0

0 A−

b









(8)

where A+
b contains all k1 blocks with non-negative entries and A−

b contains all k2

blocks with non-positive entries.

Let λ+
i and x

+
i be the ith eigenvalue and eigenvector of A+

b where λ+
1 > λ+

2 > · · · >

λ+
n . By Lemma 2 in [134], if the k1 communities are comparable and λ+

k1
≫ |λ+

k1+1|,

the corresponding k1 eigenvectors of A+
b have the following form:

(x+
1 ,x

+
2 , · · · ,x

+
k ) =

























xA1
0 · · · 0

0 xA2
· · · 0

...
...

. . .
...

0 0 · · · xAk1

























, (9)

Similarly, we can apply the Lemma on −A−

b . Let λ
−

i and x
−

i be the ith eigenvalue

and eigenvector of A−

b where λ−

1 < λ−

2 < · · · < λ−

n . Since (−A−

b )x
−

i = −(A−

b x
−

i ) =

−(λ−

i x
−

i ) = (−λ−

i )x
−

i , −λ−

1 , · · · ,−λ−

k2
are the largest k2 eigenvalues for −A−

b . Again

when the k2 communities are comparable and −λ−

k2
≫ |λ−

k2+1|, k2 eigenvectors of A−

b
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have the following form:

(x−

1 ,x
−

2 , · · · ,x
−

k ) =























xAk1+1
0 · · · 0

0 xAk1+2
· · · 0

...
...

. . .
...

0 0 · · · xAk























,

Due to the block structure, the eigenvalues of blocks are the eigenvalues of the

whole matrix and the eigenvectors of the blocks are nonzero part of the eigenvectors.

Ab







x
+
i

0






=









A+
b 0

0 0

















x
+
i

0









+









0 0

0 A−

b

















x
+
i

0









=









A+
b x

+
i 0

0 0









=









λ+
i x

+
i 0

0 0









= λ+
i









x
+
i

0









Similarly,

Ab







0

x
−

i






= λ−

i







0

x
−

i







So λ+
1 , · · · , λ

+
k1

and λ−

k1, · · · , λ
+
k2

are the k eigenvalues of Ab that have the correspond-

ing eigenvectors with the form:

(x1,x2, · · · ,xk) =

























xA1
0 · · · 0
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Since the communities are comparable, we have min{|λ+
k1
|, |λ−

k2
|} ≫ max{|λ+

k1+1|, |λ
−

k2+1|},

so that the k eigenvalues are the k ones with largest absolute value.

For node u, αu = (0′, xui, 0
′). It stays on one of the axis in the k dimensional

subspace spanned by xi’s. So the nodes form k orthogonal lines.

Patterns: For a k-block signed network with k1 blocks non-negative and k2 blocks

non-positive, we can find k eigenvalues with large absolute values. The number of

large positive eigenvalues (k1) indicates the number of communities with dense posi-

tive internal relationships and the number of negative eigenvalues (k2) indicates the

number of communities with dense negative internal relationships. Specifically, a k-

block network with all non-negative entries has k large positive eigenvalues and node

coordinates form k orthogonal lines in the subspace spanned by their corresponding

eigenvectors. In contrast, for a k-block network with all non-positive entries, we have

similar conclusion: node coordinates form k orthogonal lines in the subspace spanned

by eigenvectors corresponding to k large negative eigenvalues.

The left column of Figure 26 provides an example of the k-block network. This

network contains four communities with 100 nodes each. Two communities have

2000 positive edges and the other two have 2000 negative edges each. The curve of

eigenvalues reveals two positive outstanding eigenvalues and two negative outstanding

eigenvalues, which is consistent with our spectral analysis results above.

4.2.4 k-partite Network

The k-partite network describes the relationships of nodes between different com-

munities. We first provide the definition and then the study result.
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k-block network k-partite network

Figure 26: Examples of the two signature signed networks. Eigenvalue curves 50
dimensions, spectral patterns in the selected subspaces, and our network layout results
are shown. Positive edges are in red and negative edges are in blue.

Definition: A k-partite network represents a graph with k communities such that

1) there are no links inside the communities; and 2) nodes from different communities

are densely connected with the same signs. The adjacency matrix Ap can be written
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in the following form with proper permutation of the nodes:

Ap =

























0 B12 · · · B1k

B21 0 · · · B2k

...
...

. . .
...

Bk1 Bk2 · · · 0

























, (11)

where Bij is the ni × nj matrix to represent the relationships between community i

and community j. We call Ap as a k-partite matrix.

In [131], the authors showed the approximation forms of eigenvectors and spectral

coordinates for k-partite matrix. They proved that such a matrix shows k orthogonal

clusters when the communities have similar densities and the first eigenvalue has a

different sign with the following k − 1 eigenvalues in magnitude.

Specially, the k-partite network with k comparable communities shows k orthogonal

clusters in the k-dimensional spectral subspace spanned by xi’s of the adjacency

matrix with corresponding eigenvalues |λ1| ≥ |λ2| ≥ · · · ≥ |λk|. Furthermore, ‖λ1‖

has a different sign with the rest k − 1 eigenvalues.

The right column of Figure 26 provides an example of the k-partite network. This

network contains four communities with 400 nodes and 100 positive internal edges

inside each communities. There are 36000 negative external edges added randomly

between communities. As shown in the curve of eigenvalues, there are three very

high positive eigenvalues and one very low negative eigenvalue, representing the four

communities in the network.
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4.2.5 General Signed Networks

Our work concentrates on studying spectral features of signed networks related

to the number of communities, represented as k in this chapter, and structures of

communities. Here, communities are loosely defined as collections of network nodes

that interact unusually frequently, including both positive and negative relationships.

In practice, general signed networks may be involved of complex internal and external

relationships. The adjacency matrix A can be written in the following form with

proper permutation of the nodes:

A =









































A1 B12 · · · | · · · B1k

B21 A2 · · · | · · · B2k

...
... · · · | · · ·

...

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

...
... · · · | · · ·

...

Bk1 Bk2 · · · | · · · Ak









































, (12)

where the definitions of Ai and Bij are the same as in Formulas 10 and 11. We argue

that our spectral analysis results of the two signature signed networks can still be

used to study general signed networks from the following three aspects.

First, spectral analysis always presents the dominant community structures in the

networks. Eigen-decomposition produces an indexed set of linearly independent eigen-

vectors, where the first eigenvector having the direction of largest variance of the data.

No matter how complex a network is, the dominant community structures are always

revealed on the first several dimensions. This is consistent with that the commu-
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nity relationships of complex networks can be represented as a hierarchical structure.

Therefore, the results of spectral analysis can be applied to both simple and complex

networks.

Second, we discuss general signed networks where positive or negative edges domi-

nant. While the global community structure may be complex, it can be decomposed

to local communities with structures similar to one of the two signature networks.

For example, as shown in Formula 12, the first group of communities may appear as a

k-partite network and the second group appears as k-block networks. Also, the edge

densities between these local structures should be much smaller than the densities

inside each local community. Otherwise, two communities with both strong internal

and external connections, no matter their signs, should be treated as one community

instead. Therefore, even though a general signed network may contain a complex

hierarchical community structure, it can be decomposed to a number of k-block and

k-partite networks.

Third, we discuss general signed networks with various combinations of positive and

negative edges. As shown in our experiment, the patterns of node distributions in the

spectral space adjust gradually when the ratios of negative to positive edges change.

Even for the cases whose positive and negative edges are comparable, especially when

both positive and negative edges are large enough, the spectral features of both signed

and unsigned networks can be shown.
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10%inter(+)&50%exter(-) 40%inter(+)&50%exter(-)

10%inter(+)&20%inter(-) 40%inter(+)&60%inter(-)

Figure 27: Spectral patterns of general signed networks can be revealed by selecting
a suitable k subspace.

4.3 Spectrum-based Visualization for Signed Networks

To study general signed networks, visualization is important to explore various

visual patterns in the spectral space. The main problem of visualizing a k-dimensional

spectral space is that it cannot be visualized or interacted directly. This requires users

to visualize Ck
2 2-dimensional or Ck

3 3-dimensional subspaces, which do not provide a

good overview of the original k-dimensional space. Small multiple displays [94]allow

users to visualize several 2D or 3D subspaces simultaneously, but users need to be

aware of the dimensions used in multiple subspaces. Especially for complex networks,

where k is large and not clear, it is inefficient to rely on visualization of individual
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subspaces of the k-dimensional spectral space.

Our motivation is to design a network layout algorithm which also provides an

interaction domain of the spectral space. The network layout algorithm concentrates

on revealing important community structures in the k-dimensional spectral space.

The interaction methods allow users to explore effects of different combinations of

the k selected eigenvectors and discover sub-communities.

Our design principal is to provide an overview of the network community struc-

ture by combining important features from multiple subspaces of the k-dimensional

spectral space. The idea comes from an interactive exploration process that we used

previously as shown in Figure 28. This synthetic dataset contains five communi-

ties with 50, 60, 70, 80 and 90 nodes respectively. There are 373 positive internal

edges, 71 negative internal edges, 153 positive external edges, and 14486 negative

external edges. The curve of eigenvalues of this network shows the k equals to five

with outstanding dimensions that we can selected. We start with the 2D projec-

tion of 1-2 dimensions (Figure 28(b)) and mark two communities, shown with the

bounding boxes. We proceed to 1-3 dimensions (Figure 28(c)) and 1-4 dimensions

(Figure 28(d)) and mark two additional communities. The approach is to identify a

minimum set of subspaces which contain important spectral features and synthesize

a new interaction space for visual exploration, which are described in the following

respectively.
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(a) The curve (b) (1,2) (c) (1,3) (d) (1,4)

Figure 28: Community structure in different dimensions.

4.3.1 Selection of Representative Sub-Spaces

The first step is to estimate the community number k and identify a k-dimensional

spectral space for visualization and interactive exploration. These two parameters

are essential to analyze community structures for both visualization and analysis

algorithms. They provide the starting point for visual exploration, which guides

users to study visual patterns in the k-dimensional spectral space. We generally

choose the number of eigenvalues with the maximum absolute values as k and their

corresponding eigenvectors as the k-dimensional spectral space. For example, Figure

26 contains a number of successful examples.

The second step is to assess subspaces from the selected k-dimensional spectral

space. As community structures of general networks can be represented as hierar-

chical trees, we choose a robust algorithm, hierarchical clustering [95], to estimate

the possibility of clear community structures. We use 2D subspaces since 2D planes

are intuitive and convenient for users to visualize. Any other sizes of subspaces are

also applicable to our approach. The candidates of the subspaces are Ck
2 2D planes

Sij composed by eigenvectors xi and xj . The hierarchical clustering with level k

is performed on every subspace candidate. The results of the algorithm provide the
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cophenetic correlation coefficient to evaluate cluster fitness (as cf(Sij)) and the group

information for each subspace.

The third step is to select representative subspaces for visual analysis. We measure

the similarity of different subspaces through comparing their clustering results. We

only need to count the number of node pairs which appear in the same group in one

subspace but in different groups in the other subspace. The difference of two subspaces

is measured as the average of the counts by switching the order of the subspaces. To

accelerate the process, we sort the subspaces according to their cophenetic correlation

coefficients and remove the spaces with low values. As every eigenvector appear in

k − 1 subspaces, it is safe to reduce the number of subspaces significantly. Since our

objective is to identify representative subspaces to reduce the k-dimensional spectral

space for visualization, the subspace pairs Sij and Skl with high difference values of

DS(Sij, Skl) are selected.

4.3.2 Generation of the Network layout

With a set of representative subspaces, we adjust the weights of individual eigen-

vectors on the network layout. This is achieved by selecting a single subspace for each

eigenvector, indicating important community structures can be identified from this

eigenvector at the subspace. We sort all the difference values of subspace pairs. Start

from the largest difference value, the subspaces are assigned to the x and y dimensions

respectively. The process completes until all the k eigenvectors are included.

The network layout is generated by synthesizing the representative subspaces lin-

early. The weights are the combination of the cophenetic correlation coefficients, the
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differences of subspaces, and scale values assigned by users w(xi) for interactive ex-

ploration. The new coordinate (x′, y′) of a node is computed for the two dimensions

respectively as follows:

x′ =
∑

w(xi)× cf(Sij)×DS(Sij, Skl)× xi

y′ =
∑

w(xj)× cf(Sij)×DS(Sij, Skl)× xj

(13)

Figure 29 provides an example of the network layout approach. The network has

600 nodes with the structure of two positive communities and four negative commu-

nities, which can be discovered from the curve of eigenvalues in Figure 29. Since this

network is mixed with k-block and k-partite structures, it is not easy to project all

spectral features in such a 2D space. Actually, any 2D subspaces in the spectral space

with the six outstanding eigenvalues can only partially separate communities, as ex-

amples provided on Figure 29. We can combine our interactive exploration approach

to visualize all the six communities.

Eigenvalues (1,2) (49,50)

Figure 29: The demonstration of spectral layouts in the selected dimensions.

4.3.3 Interactive Exploration of Community Structure

The 2D plane of the network layout can be used as a new interaction domain for

visual exploration. Interactive exploration can not only improve the network layout

with inputs from users, but also provide users comprehensive information on the
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effects of combinations of eigenvectors. Based on the network layout algorithm, we

allow users to decrease or increase the scales w(xi) for each of the k eigenvectors

xi. The effect of the interaction is the shift of one or multiple communities in the

interaction domain, which are easy to identify during interactive exploration. This

is important to compensate the loss of information when projection a k-dimensional

space to 2D plane.

Step1: Initial layout Step2:w(x2) ↓

Step3:w(x1) ↑, w(x47) ↑ Step4: w(x48) ↑, w(x50) ↑

Figure 30: Interactive Exploration of Community Structure. Positive edges are ren-
dered in red and negative edges are in black. The labels show the adjustments of the
scale values of individual eigenvectors.

Figure 30 demonstrates the process of interactive exploration. The curve of eigen-

values of this network has been shown in Figure 29. We first select the dimensions

with the outstanding eigenvalues from the eigenvalue curve and generate a layout

labeled by step 1. We further adjust the scales of eigenvectors manually and find
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additional community structures from step 2 to step 4. the changes of scale values

are shown under each step. From our final layout, we can observe strong internal

negative relationships in the middle four communities and positive relationships in

the side two communities, which are approximate to k-block structure. Also, some

external negative edges between communities indicate the network combines k-block

and k-partite structures.

4.3.4 Discovery of Sub-Communities

The discovery of sub-communities can also be performed jointly with the interactive

exploration of community structure. The main difference is that we gradually separate

the communities. For every division, if interested, we treat it as a new network and

visualize it until the remaining networks are similar to one of the two signature

networks.

Figure 31 shows an example of finding sub-communities. The network contains 4

communities and 400 nodes totally. The internal edges are sparse and external edges

are dense. As shown in the initial network layout, the k-partite network structure

dominates the spectral space. We separate the three communities and visualize them

as individual networks. Only one outstanding eigenvalue is shown for the two com-

munities on the right, indicating there are no sub-communities. The network layout

of the left community appears as a k-block network with two communities similar

to k-partite networks. the curve of eigenvalues shows 4 outstanding eigenvalues. We

separate the network to two communities and visualize them as individual networks.

Finally, the two network layouts on the bottom show clear patterns: the network on
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Figure 31: Interactive exploration of sub-communities.

the left is approximate to the k-partite network with many external negative edges

between the two sub-communities; the network on the right is a mixed k-block and

k-partite structure with dominant internal positive edges and a number of external

negative edges.

4.4 Results and Discussion

4.4.1 Results

The example results provided in previous sections, such as Figures 26, 30 and 31,

have shown our approach on a number of different networks. This section presents

additional four results shown in Figure 32.
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The first dataset is the Correlates of War dataset [27]. We filter the network by

the years from 1993 to 2001, as the relationships of countries are relatively stable

during this period. We mark the alliance relationship as 1, disputation as -1, and

0 otherwise. Our result of the network layout shows five major communities and

a set of nodes loosely connected in the data (rendered in black). We can observe

strong internal positive relationships approximate to k-block networks in the top

four communities and strong external negative relationships approximate to k-partite

networks between the community on the bottom and the other communities. Also,

the three communities on the bottom demonstrate the combination of k-block and

k-partite networks.

The second dataset is the network of American College football games between

Division IA colleges during regular season Fall 2000 [53]. There are 115 teams and

12 communities, including 3 independent communities (dark green, grey, and pink)

which have more connections with other communities than its own members. Our

network layout visualizes the 8 major communities. Three communities rendered in

dark green, grey and black, locate closely as they are densely connected to each other.

The third dataset is a complex synthetic network with 6 communities and 600

nodes. There are totally 13200 positive edges, 5970 negative edges, and 5000 random

edges (can be either positive or negative) to increase the network complexity. The two

outstanding eigenvalues correspond to two higher-level communities with 3 communi-

ties each. The layout of the third network shows that it appears as a k-block network

with strong internal relationships. However, there are also strong external negative

relationships among the three communities showing the triangle pattern on the top.
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Figure 32: Examples of general signed networks. Positive edges are rendered in red
and negative edges in black.

The layout also indicates internal positive relationships among these communities.

The fourth dataset is a synthetic network with 6 communities and 600 nodes. This

network is generated by mixing with two approximate k-partite networks(one includes

green, yellow and purple nodes, another includes blue, red and orange nodes). There

are totally 3300 positive edges, 36000 negative edges, and 5000 random edges. The

layout of the fourth network shows two overlapping triangle patterns, indicating the

k-partite networks with strong negative external relationships. The two k-partite

networks overlap on the 2D space due to a significant number of edges among the six

communities.

4.4.2 Computation Complexity

The spectral decomposition is performed with QR algorithm by a reduction to

Hessenberg form [126], which is O(N2) with N as the number of nodes in the network.

In our experiment, this step only takes 0.1-0.2 second for networks with up to 1222

nodes and 33428 edges. The selection of representative subspaces involves hierarchical
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clustering, which is generally between exhaustive search in O(N2) to O(N3). In

our experiment, this step can take several minutes for large networks. As we have

the parameter k as the input, we can further explore acceleration techniques. The

generation of network layout and interactive exploration are both O(N). This is a

nice feature as having a real-time interactive exploration process is crucial to visual

analysis.

4.4.3 About community number k

Finding the number of communities k has been a challenging problem for several

research areas. For networks similar to the two signature signed networks, our spectral

analysis framework has provided a clear mechanism to identify them. For complex

networks, such as networks with both densely k-partite and k-block structures, our

spectral analysis framework can still reveals the major communities. It is important

to understand that the number of eigenvalues selected does not necessarily to be the

exact k.

Figures 30, 31, and 32 provide examples of general signed networks. In these

examples, the numbers of outstanding eigenvalues do not always the same as the

actual number of communities. This maybe caused by communities with different

sizes or different edge densities. However, the curve of eigenvalues provides useful

information for us to select the initial value of k and set up the search range.

4.4.4 About Community Structure

It worths to mention that spectral analysis studies the most significant data fea-

tures in the spectral space. Many spectral analysis approaches are designed for bal-
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anced networks [19], in which the sizes of communities are comparable to each other.

Otherwise, small communities are very likely to be treated as a sub-group of large

communities. Without prior knowledge of community sizes, we should be aware that

the order and dimensions of communities found in the study are not important. In

this sense, our approach is capable of handling networks with unbalanced structures.

4.4.5 About Network Layout Design

The existing network layout algorithms have concentrated on unsigned networks [81].

Many of them do not take signed networks as input or do not generate correct results

for signed networks. Force-directed layout algorithms can be used for signed net-

works. However, force-directed algorithms are often computational expensive, as the

algorithm complexities are O(n3) [47]. Even for accelerated force-directed algorithms,

the number of iteration is a problem [62].

Our visualization approach tightly integrates the network layout algorithm and the

interactive exploration process. It is non-iterative and does not need much adjustment

of parameters. The network layout is based on our spectral analysis framework and

the visualization provides an interaction mechanism for exploring effects of individual

eigenvectors without visualizing multiple spectral subspaces.

4.5 Conclusions

This chapter presents a study of signed networks from both theoretical and practical

aspects. On the theoretical aspect, we have demonstrated and proved the relation-

ships of spectral decomposition and community structures of signed networks. On the

practical aspect, we have presented visualization and interaction methods to study
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signed networks, including a spectral-based network layout and interaction domain to

identify important spectral sub-spaces and explore community structures. We have

demonstrated with examples that our approach can successfully analyze community

structures of different network types.

In the future, we plan to extend our approach to study large-scale social networks,

including both signed and unsigned networks. We believe that spectrum-based ap-

proaches can provide effective and efficient visual analysis mechanisms to explore real

and complex networks.



CHAPTER 5: NETWORK TOPOLOGY PATTERN VISUALIZATION

5.1 Introduction

With the wide adoption of wireless networks in real-life applications, enforcing

security in these environments has become a top priority. We present an approach

that can automatically suggest interesting data patterns. In all the intrusion detection

mechanisms, several methods have been developed to visualize topologies using graph

drawing or matrix representation [3, 79], since topology data is commonly collected

in network applications and is extremely important for routing. A global network

topology records the neighbor relationships among wireless nodes and includes many

traces that can be used to detect attacks on authentication and node identities.

With the ever increasing data size and complexity, many visualization approaches

have been developed to improve the processing of a large amount of network data

including traffic patterns, network flows and logs [10, 96, 140]. Because of the impor-

tance of the network topology, it has been used to help enforce Internet and wireless

network security in multiple network visualization mechanisms [7, 72, 129]. For exam-

ple, topologies have been visualized using graph drawing or parallel coordinates [1, 3]

to show interesting patterns of malicious attacks.

Specifically, we investigate Sybil attack [36] that manipulates node identities under

various attack scenarios in wireless networks. In such attacks, a single malicious node
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plays the roles of multiple legitimate members of the network by impersonating their

identities or claiming fake IDs. Since in these attacks the malicious nodes can change

the number of fake identities and their connection relationships freely, the effective-

ness of previous intrusion detection systems may be drastically weakened [36]. More

details about the behaviors and impacts of Sybil attacks are provided later. Noticing

the serious harm that Sybil attacks can cause, researchers have proposed several ap-

proaches to defend against such attacks. Existing approaches usually concentrate on

verifying whether or not a pair of nodes have distinct resources, distinct knowledge or

distinct positions. However, these automatic algorithms often make certain assump-

tions about the environments and are not capable of detecting complex variations

of Sybil attacks. We believe that visualization of global topology is one promising

direction.

In this chapter, we reorder the time-variant network topology and extract special

patterns of Sybil attacks for their detections. We believe that the proposed techniques

to model patterns of attacks can be applied to the detection of a broader range of

malicious activities.

5.2 Sybil Attack Detection

Sybil attack is one particularly harmful attack on distributed systems [20] and

wireless networks [36]. This attack has been demonstrated to be detrimental to

many important network functions. For example, the Sybil attack is discussed in an

architecture for secure resource peering in an Internet-scale computing infrastructure

[48]. Newsome et al. [100] have also pointed out that combinations of different types
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of Sybil attacks may cause severe impacts on wireless sensor networks, which are very

difficult to recover.

Existing detection methods can be divided into two categories: identity-based

or location-based approaches. The first category generally mitigates Sybil attacks

by limiting the generation of valid node information, such as the approach of pre-

distributed secret keys [100]. The second category utilizes the fact that each node

can only be at one position at any moment, such as the SeRLoc approach that de-

termines node locations passively under known attacks [89].

Now, we briefly describe the behaviors of Sybil attacks and their potential harm to

a wireless network. As the name of Sybil attacks implies, malicious nodes play the

roles of multiple legitimate members in a network by impersonating their identities or

claiming fake IDs. These fake nodes do not have real physical devices like legitimate

nodes and they often claim to have direct or indirect connections with the malicious

nodes that generate them. Here, we borrow the taxonomy defined in and classify the

attacks based on the connections among Sybil and legitimate nodes. If the Sybil nodes

can directly communicate with other legitimate nodes, it is a direct Sybil attack. In

contrast, in an indirect Sybil attack, a malicious device claims to have the paths

to reach Sybil nodes so all messages have to go through it. Although Sybil attacks

seem to be simple, they can affect network performance at different degrees and cause

severe harm, such as manipulating the results of localized voting or data aggregation.

In the worst case, Sybil attacks can enable malicious nodes to take over the control

of the whole network and defeat the replication mechanisms in distributed systems.

The main difficulties in detecting Sybil attacks come from various combinations of
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individual attacks. Although it is difficult to link together multiple fake identities

that appear in different periods of a network’s lifetime and detect non-simultaneous

attacks, their impacts on network security are also limited. For example, a Sybil

node that is not a member of a network cannot cast a vote during the leader election

procedure. Therefore, in this article, we focus on the simultaneous Sybil attacks.

To evaluate our proposed mechanism in a more realistic environment, we assume

that both direct and indirect attacks exist in the network and a malicious node can

dynamically switch between the two types. We also assume that multiple malicious

physical devices coexist in the network and a Sybil node can switch among them.

5.3 Network Topology Pattern Visualization

Our detection approach is achieved through pattern generation. This section

presents our pattern generation methods based on attack features. We first describe

how we collect network topology information from wireless nodes. Then, we present

the topology patterns that can be used as indications of Sybil attack existence.

(a) (b) (c) (d) (e)

Figure 33: (a,b) General 2D statistical topology matrices do not reveal any suspicious
patterns; (c) Signature pattern for indirect Sybil attacks; (d) Signature pattern for
direct Sybil attacks; (e) A 2 by 2 grid structure in the patterns, with index (1, 1) at
the left bottom corner.
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5.3.1 Global Network Topology Patterns

Since Sybil attacks do not demonstrate anomalies in neighbor relationships at in-

dividual time steps, we need to collect the connectivity information among wireless

nodes for a time period to detect Sybil nodes. Assume there are N nodes in the

network and the time range is [0, R]. At each sampled time step, the connectivity

relationship can be represented as an N × N topology matrix T , with T (i, j)=1 in-

dicating the connection between node i and node j. In this way, the information of

network topology across a time period can be represented as a 3D N × N × R con-

nectivity matrix. We can use central controllers that are special nodes in a wireless

network to collect network topology information. We summarize the 3D connectivity

matrix into a 2D global topology table, which records the number of time steps that

each pair of nodes are connected during the time period under study. We choose

to concentrate on analyzing 2D global topology patterns, since they are convenient

for users to visualize. The signature patterns of Sybil attacks are found to be 2 by

2 grid structures, as shown in Figure 33. Generally, a topology pattern across any

time period appears to be random without special arrangements (Figures 33 (a) and

(b)). When we reorder the node sequence, we may see some interesting 2 by 2 grid

structure patterns, as shown in Figures 33 (c) and (d). These two special patterns are

closely related to the attack procedures and indicate the existence of malicious nodes.

Simply speaking, Sybil attacks can be summarized as a malicious device presenting

multiple identities to the network. There are two types of Sybil attacks: direct at-

tacks, in which malicious nodes use multiple fake identities to directly communicate
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with other nodes; and indirect attacks, in which a malicious device claims to have the

paths to reach the Sybil nodes and all messages have to go through it. Because of the

time and location constraints, similar signature patterns are exposed when malicious

nodes and legitimate nodes are separated in the 2D statistical matrix. According to

the pattern features, we have developed several automatic arrangement methods to

expose patterns that are similar to the signature patterns. To illustrate our pattern

generation algorithms, we divide topology patterns into 2 by 2 grid structures, as

shown in Figure 33 (e).

5.3.2 Pattern Generation

We design automatic algorithms to expose the patterns hidden in the global topol-

ogy matrix that are similar to the signature patterns of Sybil attacks. Our approach

is to generate new patterns by reordering node sequences along the two dimensions of

the global topology matrix. Since the 2D topology matrix of a network with N nodes

may generate N !×N ! different patterns, it is obviously too time consuming for users,

such as network administrators, to manually adjust node sequences. Therefore, we

need to automatically arrange node sequences during the decision making process,

especially for complex attack scenarios and large scale networks.

We use the features of Sybil attacks to guide our automatic pattern generation pro-

cesses. We have analyzed these attacks from multiple aspects and designed matrix

reordering algorithms according to each attack feature. These patterns are then auto-

matically evaluated and organized for users to detect attacks interactively. Generally,

we can declare the existence of attacks as long as one of the reordered sequences shows



89

a suspicious pattern. This approach allows us to analyze the 2D global topology ma-

trix from multiple independent or correlated aspects. We show in our results that

this method is convenient and robust for detecting various Sybil attack combinations.

The following describes three automatic pattern generation methods that have been

found to be effective in detecting our signature patterns.

Method 1 - Anchor Connection: Our first method is designed for indirect attacks

according to the connection feature of Sybil nodes and legitimate nodes. As shown

in the signature pattern of indirect attacks in Figure 33 (c), there are two blocks that

are almost empty: regions 1 and 4. This statistical feature is a result of the lack

of direct connectivity between Sybil and legitimate nodes and long-time connections

among the Sybil nodes. Corresponding to the attack definition, indirect Sybil nodes

can communicate with legitimate nodes only through a small number of malicious

‘anchor’ nodes. Although this may not be obvious at a single time step, it becomes

more and more visible in the statistical matrix with the increasing length of the

monitored time duration. Our first method is designed to reorder the global topology

matrix to form such patterns through the following procedure:

Step 1: For each row, measure its connectivity degree by accumulating the square

of data values;

Step 2: Sort rows in decreasing order of connectivity degrees;

Step 3: Apply the row sequence to the column.

Since the initial global topology matrix is symmetric, we can apply the row sequence

to the column directly to sort the connectivity degrees. As shown in the second row

in Figure 34, this method successfully captures this feature of indirect attacks.
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indirect(one) indirect(two) direct(one) direct(two)

Input TM

Method 1

Method 2

Method 3

Figure 34: Examples of our pattern generation results. The first row shows four 2D
statistical topology matrices and the second to fourth rows show their corresponding
reordered patterns from methods 1 to 3. These four datasets contain one group of
indirect attack nodes, two groups of indirect attack nodes, one group of direct attack
nodes, and two groups of direct attack nodes respectively. Most reordered topology
matrices demonstrate more obvious attack patterns than their initial matrices.

Method 2 - High Connectivity: Our second method is designed for both types of

Sybil attacks according to the high connectivity feature among fake identities. As

shown in Figures 33 (c) and (d), the left bottom corner (region 3) of our signature

patterns accumulates a block of bright pixels. This indicates the existence of a group

of highly connected nodes in the network. Corresponding to the nature of these

attacks, since multiple Sybil nodes are fabricated by the same physical device, their
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locations are usually close to each other. These malicious nodes often have to claim

that they are connected to avoid being detected by location-based methods. We

design this method to form a large value block at the left bottom corner in a global

topology matrix through the following procedure:

Step 1: Repeat the steps 2-4 from m = N to m = 2 to reorder the whole pattern.

Step 2: Scan the top right m×m region and select one item (i, j) with the largest

value;

Step 3: Switch row N −m+ 1 and row j;

Step 4: Switch column N −m+ 1 and column i;

This feature is especially useful in detecting direct attacks since the fake identities

communicate directly with legitimate nodes, who will report all the connections hon-

estly. Even if attackers increase the number of Sybil nodes to reduce their average

connection number, they still need to keep high adjacency values for the attack effec-

tiveness. The row titled ‘Method 2’ in Figure 34 shows that this method is useful for

the detection of both direct and indirect attacks. Although these patterns may not

be as obvious as our signature patterns, they are clear enough for users to capture

this feature.

Method 3 - Close Locations: Our third method is designed for both types of Sybil

attacks according to the moving feature of Sybil nodes. As shown in the signature

pattern of direct attacks in Figure 33 (d), regions 1 and 4 demonstrate clear horizontal

and vertical band patterns. Actually, the empty regions 1 and 4 of indirect attacks

in Figure 33 (c) can also be viewed as a special case of these band patterns. Cor-

responding to the attacks, this feature indicates similar movement patterns of Sybil
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node groups, while legitimate nodes rarely share the same moving trace for a long

time duration. This is inevitable due to the fact that Sybil nodes are attached to the

same physical device. At a single time step, we can input the topology matrix to a

multi-dimensional scaling (MDS) method [125] to reconstruct the physical distances

among the wireless nodes in a network. Similarly, the reconstructed locations from

a statistical global topology matrix can be used to measure average node distances

in a time duration. With the similar moving patterns of Sybil nodes, we can use the

distribution of reconstructed locations to separate malicious nodes from legitimate

ones. Figure 35 shows two examples of malicious nodes separated from the legiti-

mate nodes. We design this method to group the nodes based on their reconstructed

locations from the statistical matrix:

Figure 35: MDS reconstructed node locations can be used to detect Sybil attacks,
since malicious nodes tend to move in groups during a time period. Legitimate nodes
are colored blue and two malicious groups are colored red and purple, respectively.

Step 1: Calculate a dis-connectivity matrix by reversing the global topology matrix:

D(i, j) = 1− T (i, j);

Step 2: Reconstruct 2D statistical node locations using MDS method;

Step 3: Calculate the center position of all the nodes;

Step 4: Reorder the sequence of nodes according to their distances to the center

position in a decreasing order;
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Step 5: Apply the sequence to both row and column.

The row titled ‘Method 3’ in Figure 34 shows that this method is useful for both

direct and indirect attacks. We expect that clustering algorithms can be applied to

improve this algorithm.

5.4 Discussion

The design of multi-matrix visualizations plays the major role in enabling the

capability of detecting complex Sybil attacks. Matrix visualization allows users to

detect subtle patterns using visual cues and user expertise. While it is natural to use

a matrix visualization approach to visualize topology information, other information

visualization methods, such as parallel coordinates, can be used as well. We can use

the row and column sequences as the orders of two axes in parallel coordinates to show

highlighted band patterns among malicious nodes. As shown in Figure 36, we use the

same scheme to color the matrices and parallel coordinates for comparison. Since we

visualize statistical topology matrices, the node connections are dense, which are more

challenging for parallel coordinates because of the line overlapping issue. On the left

column, both visualizations do not show obvious patterns; while on the right column,

both visualizations represent the highlighted region well, but parallel coordinates do

not have the band structures in the matrix visualization. Also, since topology data is

represented as matrices, matrix visualization is more intuitive for users, who are likely

familiar with the matrix representation of topologies, to understand; thereby easier

for them to identify malicious nodes. Therefore, we believe that matrix visualization

is more appropriate for this application.
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Figure 36: Comparison of matrix visualization and parallel coordinates. Each column
visualizes a topology matrix with the same color scheme.

5.5 Conclusion

We present a robust approach to detect Sybil attacks in wireless networks through

analyzing statistical topology patterns. We characterize the attack features and de-

tect malicious nodes with automatic pattern generation methods. Since we consider

multiple relevant topology patterns, our method is robust to the detection of various

attacks according to different aspects of attack features.



CHAPTER 6: COLLABORATIVE NETWORK VISUALIZATION

6.1 Introduction

Collaborative analysis can benefit many large scale applications where a small

group of users discuss and negotiate their interpretations of the data with which

they are working. These techniques are often required for application fields where

task complexities can easily overrun computing power and algorithm intelligence [58,

65, 74]. Especially in security applications, collaboration mechanisms are crucial to

provide time efficient solutions for processing a large amount of data in real time.

While approaches have been explored for assisting individual analyst with detection

tasks, the problem of collaborative analysis for such applications is still open.

In this chapter, we concentrate on exploring a suitable solution for complex in-

trusion detection applications. Our motivation comes from the fact that important

networking environments are always protected by security teams. Traditionally, such

teams would use an algorithm-based Intrusion Detection System (IDS) to warn them

of threats, but IDSes are prone to give false alarms. Since every alarm must be veri-

fied, security teams end up wasting much time investigating events that turn out to be

false alarms. Collaborative analysis can provide a practical solution to overcome the

ineffectiveness of automatic detection algorithms, limits of computing resources, and

complexity of advanced malicious attacks. Especially for intrusion detection, where
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new or unknown attacks are often introduced, having a group of experts analyzing

data in real time is crucial to provide accurate and time critical results.

Since most previous detection approaches have been designed from a single-user

perspective, it is usually not possible to apply them directly to team coordination.

Relevant studies, such as ones exploring teamwork theories, have been extensively

performed in the fields of artificial intelligence and robotics. However, the proactive

collaborative problem-solving feature of the security domain differentiates it from

multi-agent coordination in their applications. To build an effective collaborative

visualization model, various aspects related to the collaborative problem solving pro-

cess, such as knowledge sharing and social factors [93], should be considered. However,

it is not yet understood how interfaces and interaction techniques should be designed

to specifically address the needs of distributed collaborative analysis.

In this chapter, we design and develop a collaborative detection mechanism for

defending against complex malicious attacks in wireless networks. The goal of our

collaboration teams is to identify hidden attacks and remove malicious nodes from

the network. Here we concentrate on defending against a particularly harmful attack

known as the Sybil attack, which has numerous variations. We first analyze the

requirements for designing such coordinated systems. Later, we describe a web-based

prototype system, which is built based on our design principles and heuristics. Our

system supports multi-user input, shared and individual views on detection findings,

and flexible workspace organization to facilitate group analysis.

The main contribution is that our work explores the area of collaborative analysis

in a distributed setting, which to our knowledge has not been explored in signifi-



97

cant depth. Our approach incorporates results from several research fields, including

models of human behavior, teamwork theory, and interface design. We also provide

a detailed discussion of different collaboration aspects. We give practical solutions

for security applications in real-life for defending against various attacks, assuming

that a reasonable detection algorithm is provided for each representative attack. The

web-based prototype system and networking data collections provide a testbed for

other researchers to explore and evaluate the effectiveness of different coordination

aspects, which are hard to access without a working example.

6.2 Design Guidelines and Heuristics

This section describes several guidelines for assisting a small team (3-15 members)

on monitoring and defending a network collaboratively with a distributed environ-

ment. Our design references knowledge from multiple fields, including social science,

psychology collaboration models and teamwork theory; and our observations of team

dynamics in security applications.

6.2.1 Designing the Roles

The structure of participant roles can directly affect the efficiency of a collaborative

problem-solving team. In real applications, the privilege of making final decisions can

only be given to a small number of participants; thus we need to separate the roles of

participants into at least two groups: administrators who supervise the collaboration

process and analysts who handle individual detection tasks.

In our design, analysts are treated as the main players in the collaborative analysis

process. Analysts can actively choose their tasks and coordinate with each other to
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complete the detection process. On the other hand, administrators have the respon-

sibilities of monitoring team progress such as reviewing the results from analysts,

adjusting task rewards, adding new tasks to the task list, monitoring analyst perfor-

mances, drawing final conclusions, and removing malicious nodes from the network.

6.2.2 Designing the Workflow

Workflow is a powerful tool to guide collaboration and monitor overall team per-

formance [33]. Our efforts are focused on designing a mechanism to smooth the

coordination and communication among analysts.

Figure 37: The workflow of coordinated detection. A list of analysis tasks is generated
in real-time at the server and can be accessed by both administrators and analysts.
Analysts handle the detailed detection process, while administrators overview the
team performance and make final decisions on action. The workflow provides admin-
istrators with the flexibility to monitor and adjust the team progress and analysts
capabilities of collaborative analysis.

As Figure 37 shows, the workflow starts from a server, which collects and stores data

from the network in real time. For generality, we only collect network topology, which

is one of the most commonly used information sources in network security. Once the
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detection process starts, the server automatically generates a list of tasks by dividing

data into equal time durations. We define the set of tasks as T := T1, ..., Tp, where p

is the number of tasks defined in the system. Each task has an associated estimate

cost of time and a reward value R(Ti), which changes with time and detection results

to promote early selection of important tasks.

In the workflow, administrators can access all the data and findings from indi-

vidual analysts. The administrators are the decision makers who review findings

from analysts and draw final conclusions by considering the whole detection process.

They are also responsible for monitoring overall team performance and improving the

team efficiency by actively assigning tasks to analysts, modifying reward values, and

suggesting the involvement of additional analysts.

Analysts must detect and explore hidden attacks by studying various matrix pat-

terns generated from different time periods and investigate suspicious activity. Ana-

lysts first either select a task from the generated task list by considering its reward

value or find that they have been assigned a set of tasks by an administrator. At

this point, the analysts explore this assigned task via the provided visualization and

interaction tools. During this analytical process, sharing information is needed. An-

alysts can share their conclusions and suggestions through images or text stored in a

repository on the server. Thus, other analysts can reference historical findings for the

task in order to make a more comprehensive decision regarding suspicious activity.

Finally, the server automatically updates the task list and reward values based on the

analysts’ conclusions.
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6.2.3 Designing Collaborative Detection

The following describes the interaction and collaboration regarding three aspects:

detection, coordination, and communication.

6.2.3.1 Detection

Our design of collaborative analysis is applicable to general intrusion detection

tasks. We concentrate on detecting Sybil attacks by topology matrix visualization.

The details of detection strategies and visualization can be found in Chapter 5.

6.2.3.2 Coordination

As described in [82], “coordination is the attempt by multiple entities to act in

concert in order to achieve a common goal by carrying out a script/plan they all

understand.” Thus building up such a good “script” for team members is the key

point for the whole collaboration process. For distributed collaborative environment,

Neale et al. [98] have pointed out that coordination should be defined by the combi-

nation of procedures, tasks, tools, and communication. In this section, we discuss the

procedures of coordination including the division and allocation of task, the updating

of reward values and performance scores, and decision making. In section 6.2.3.3, we

discuss communication.

Collaboration style: We define two stages in the detection process: detection and

monitor stages. The detection stage is the duration from the announcement of the

first suspicious node to the time step in which all known attackers have been removed.

The monitoring stage is time during which there are no obvious attacks occuring. In
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our distributed security environment, collaborators switch their collaboration styles

between types of loose style in monitor stages and close style in detection stages.

Collaboration style is also related to the division of tasks.

Task reward: In order to support efficient collaboration among the analysts, pro-

viding a guide for them to target at time-critical tasks is necessary. Therefore, we

design a reward value metric that is associated with each task. All the tasks are

initially assigned reward values of 0s. The reward values are updated according to

analysts’ findings of suspicious nodes. Its value increases by 1 when any new or ad-

ditional suspicious nodes are found, or conflicting conclusions for the same tasks are

drawn.

Therefore, task reward value is the sum of the number of suspicious nodes and the

times of all the conflict results. If the reward value is high, it indicates the task is in

high risk and needs to remove the malicious nodes as soon as possible, or the task is

too complex to make a clear conclusion by only two or three analysts, it needs more

analysts to double check. Administrators can use reward value to control the task

allocation. They can assign the task with high value to more analysts as well.

Division of task: Division of tasks is one of the most basic aspects in collaboration

work. However, it is not trivial to parallelize an entire workflow into proper inde-

pendent units [65]. The data we use in our system is temporal network data, so we

divide tasks based on time duration.

The choice of task duration d(t) at the time step t can be adjusted through two

factors: the response duration of analysts and their collaboration styles. We require

that each task be engaged by several analysts simultaneously. Thus response duration
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is the time costs between the selection and conclusion of a task from all the analysts for

all the tasks during a recent history. We calculate the average ar(t) of these response

durations. Generally, a Sybil attack can cause severe damage within a certain time

TDmax. The maximum change is defined as Dmax. Thus, we design an equation

14 for division of tasks. The second factor is collaboration style, meaning that a

longer duration for monitoring stages and a shorter duration for detection stages

when communication is more frequently needed. We use half d for the detection

stage.

d(t) =









−Dmax × ( 2ar(t)
TDmax

− 1)3, if TDmax >= ar(t) >= 0

−Dmax, if ar(t) > TDmax









(14)

Allocation of task: Effective division of task is not sufficient for successful collabo-

ration, the efficient allocation of tasks is also necessary. In order to allocate tasks to

proper individuals, analysts in our design can choose new tasks on their own with the

information of reward values and their own task history. Allowing analysts to manage

their work independently can bring benefits, in contrast to assigning their task pas-

sively [42]. The latter approach requires a central planner to control each analyst’s

workload, and thus the central planner must know much precise information about

the whole network state and the analysts’ respective productivity capacities. In such

a management structure, even small mistakes made by the planner can drastically

affect the entire organization. Allowing analysts to actively select tasks avoids this

problem. Additionally, every analyst can concentrate on his or her own tasks without

concerning about what tasks the other analysts are working on. Furthermore, ad-
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ministrators in this model are able to adjust and take action on the incoming results

from the analysts. This model may slightly reduce the output of the analysts, since

they must take time to select their own tasks. However, we believe that the time

gained by administrators and the benefits brought by analysts having a say in their

task allocation outweighs this small time loss for the analysts.

Task coordination: An important aspect of collaboration among analysts is refer-

ring to the regions deemed suspicious by the other group members through a spatial

context [65]. Clark [25] grouped many forms of spatial reference into two categories:

pointing and placing. Pointing means that using some vectorial reference to direct at-

tention to specified regions or objects. Placing means that moving some information

into one shared-space. In our system, we provide a task list and the corresponding

suspicious node list to promote coordination among all participants. Analysts can

point out their discoveries of suspicious nodes or regions in generated images after

detection. Afterwards, they can upload their conclusions to the server, and others can

verify these conclusions. Analysts test conclusions from others by reordering topology

patterns according to their assumption of suspicious nodes.

Performance measurement: As described by Shipman and Wholey [116], “Perfor-

mance measurement is the ongoing monitoring and reporting of program accomplish-

ments, particularly progress towards pre-established goals”. In our design, we build

quantitative performance standards to improve the accountability of each analyst

and the general effectiveness of coordination. To do this, we collect correctness and

performance scores for each analyst. Correctness can be measured by comparing the

analysts’ conclusions for each task with the administrators’. The percentage of cor-
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rectness increases when the conclusions are identical, and otherwise decreases. Thus

the suspiciousness degree of any given task can be modified by administrators accord-

ing to the correctness scores of the analysts who processed the task’s data. Likewise,

we measure the performance score by accumulating all the final reward values of the

tasks an analyst has processed. We can assess productivity of each analyst by this

score. The performance list is only available to administrators.

Decision Making: Decision making is a comprehensive procedure. In our approach,

administrators can make final decisions about action by examining analysts’ results,

the task reward values and analysts’ performance scores.

The administrators do not need to know the details of each analyst’s work, but the

system allows them to change task reward values and assign tasks to analysts when

they can not make final conclusions by unclear sources such as the tasks contain

uncertain suspicious nodes.

6.2.3.3 Communication

Sharing information: Sharing information is important in collaborative work groups

[30]. Brennan et al. [41] built a collaborative framework among multiple analysts. In

this framework, they focused on the idea of common grounded [24] communication,

which allowed multiple analysts to share information, especially the reasoning behind

the information, logically and graphically. Sharing information in our system is based

on this framework. Analysts can point out their findings in generated images and send

their findings with conclusion and suggestion to a sharing space in server. They can

update the lists of malicious nodes information with confidence values. They are also
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permitted to write notes based on their own authority and expertise.

Awareness: One important aspect of communication is to provide the work status

of each team member to the others. For distributed work groups, it is difficult to

maintain awareness of the other members’ work status [49] because of geographical

distance. The traditional ways of maintaining awareness in distributed work groups

(such as email) were demonstrated to be inefficient [85]. To mitigate this, we design

a new way for analysts to maintain situational awareness. In our system, the ongoing

task list and the analysts working on tasks are provided to further enhance awareness.

Analysts can view the examined and unexamined tasks and the work progress of other

analysts.

6.3 Collaborative Detection System

We apply the above design guidelines to develop a prototype system. We choose

a web-based solution, as it is convenient for a group of people to monitor and de-

fend a network collaboratively in a distributed environment. That is, through the

web-based collaborative platform, multiple network analysts and administrators can

work collaboratively towards identifying suspicious network events. Intelligent control

mechanisms are also used for user management, task management, and collaborative

decision making. The following describes the interface and implementation of such a

web-based tool.

6.3.1 Interface Design

Figure 38 demonstrates the user interface design of the web-based collaborative

detection system. The functionalities supported by the interface can be categorized
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Figure 38: A demonstration of the graphical user interface for collaborative detection.
(A) working processing board. (B) performance list for administrators. (C) the task
list. (D) a panel for selecting time ranges and detection algorithms. (E) topology
pattern window. The topology patterns are arranged into three rows which are results
from three algorithms. When analysts double click one pattern, an enlarge image
will be shown in the right window. (F) suspicious nodes list which is generated
automatically based on suspicious nodes identified by analysts. Analysts can identify
suspicious level and write comments here.

into three types: (1) Administrative functionalities: For the purpose of effective user

interaction, users are required to register and login before utilizing the functionalities

supported by the system. An administrative interface is provided for administrators.

Administrators can check the tasks detail information (Figure 38 (C)), report time

and suspicious nodes list (Figure 38(F)) and the performance list (Figure 38 (B)).

They make final decisions by considering all the information comprehensively. They

can indicate the final conclusion of the tasks by adding ‘Flag’ in working processing

board (Figure 38 (A)). If the ‘Flag’ is ‘!’, it means that suspicious nodes have been

found. They also can remove ‘!’ if they decide the task is safe. (2) Visual analytics

functionalities: The interface displays visual representation of abstract network data
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to a group of users. Chart controls are provided to accept necessary user interactions,

from moving the mouse over a 2D location to clicking or double-clicking on that

location, for marking suspicious nodes under attack. Analysts can also adjust sliders

in Figure 38 (D) to select different time ranges of the detected task and to select

different algorithms. This interaction make analysts to get the precise location of the

suspicious nodes. In Figure 38 (E), the generated images by three different detection

algorithms locate at different rows. Analysts can get a scaled image by double clicking

the small one. In the scaled image, they can point suspicious nodes in red or good

nodes in blue by clicking them. (3) Communication and coordination functionalities:

The findings of each task can be shared among analysts. They can click ‘report’

button to upload suspicious node list with images and notes (Figure 38 (F)) to tell

the other analysts the reasons of their findings. Our interface also helps both analyzers

and administrators manage and maintain lists of ongoing tasks, and for each task,

keep its allocation status, its current reward value, and a list of suspicious bad nodes.

6.3.2 Implementation Detail

Following the Model-View-Controller design pattern, for reasons of flexibility, the

implementation of the interface supporting visual analytics functionalities consists of

three modules: the Data module, the Control module, and the Visualization module.

For each user request, these three interacting components always work together to

produce visual representations of the network data in a user-specified range. Specifi-

cally, the Visualization module sends requests to the Control module for the display

content while the Control module sends requests to the Data module for the network
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data that is required for satisfying the display requests.

6.4 Discussion

Here we discuss several different scenarios of attacks: no attack, simple attack, and

complex attack. It is important that a distributed collaboration system is able to

handle all the cases as each case has potential pitfalls.

In the case that there are no attacks in a network, all analysts should be made

aware of this fact. In a traditional setting that relies on automatic intrusion detection

systems, false alarms are common. As a result, many analysts are kept busy with

verifying that false alarms are indeed false alarms. In our system we rely on the

strength and diversity in abilities of a group of analysts to assess the state of a

network. As such, when the network is in a safe state, our collaborative tools allow

this fact to propagate to all analysts and administrators, who may then reduce the

number of analysts actively working on tasks and let them either explore historical

data or devote their time to other tasks.

The second case is where there is a simple attack. A potential pitfall in this situa-

tion, particularly when several analysts are processing the network data, is repeated

work. That is, in a system that employs several analysts but fails to have adequate

communication capabilities, several analysts may go through the process of identify-

ing the simple attack. However, since our distributed system provides communicative

functionality to both administrators and other analysts, the analysts who have not

yet processed the attack will be made aware of the fact that an attack has been iden-

tified, and may then assist in verifying this conclusion. By verifying the conclusion,
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the analysts are updating the suspiciousness degree, which will prompt final action

by an administrator more quickly than traditional communication methods.

Finally, the case of a complex attack is when attack nodes are migrating and

exhibiting other complex behaviors. Such an attack may be first discovered by an

analyst. However, it is more likely that the administrators, who are concerned with

processing conclusions from the analysts, will identify patterns based on the results

submitted by the analysts. At this point, administrators can produce and deploy a

verification and response plan using the provided visualizations and tools. Our system

gives administrators the ability to respond rationally (with the correct amount of

analysts) and in a timely manner.

An additional example of a related complex scenario is when conflicts arise among

different analysts’ conclusions for a task. For some nodes of the task, different analysts

may draw different conclusions based on their respective expertise. For example,

analyst A finds a malicious node in some task’s data. As a result, analyst A will

increase the reward value of this task. Before A sends his results to the server,

analyst B processes the same task. However, analyst B identifies the node that has

been identified as malicious by A to be benign. As a result, this task is viewed as

having conflicting results and the reward value is increased further. Our goal then

becomes to eliminate the conflict. Administrators can identify such situations and

assign more analysts to process this task while updating the respective performance

and correctness scores of A and B. Based on the results from additional analysts and

their respective performance scores, administrators will be able to draw conclusions

about the task in question.



110

Another interesting situation arises when the reward value of the task is the same

but different malicious nodes are found. To address this in our design, we provide

a task list and corresponding suspicious node list with suspiciousness degrees to all

participants. The administrator can assign nodes with high suspiciousness degrees as

tasks to analysts for verification, and finally make decisions based on the analysts’

conclusions.

6.5 Expert Feedback

As an important component of the evaluation procedure, we have provided the pro-

totype system to four researchers: two visualization researchers, one wireless network

security researcher and one web-based collaborative analysis researcher. The follow-

ing summarizes the positive feedback from three aspects. Limitations and future work

are summarized in the next section.

First, the feedback of the network security researcher shows that the hierarchical

organization of the user roles matches the scenarios of many real-life applications.

A system administrator often has several assistants in managing a complex wireless

network. Once the distribution of the work responsibilities among the assistants is

determined, they usually have a great degree of flexibility in accomplishing their tasks.

At the same time, the administrators have the authority to integrate the results from

the analysts and make the final decisions. One feature that distinguishes the proposed

approach from several voting based attack detection schemes is that the analysts can

choose their own tasks based on their expertise, processing capabilities, and rewards.

It liberates the administrators from the overhead of task assignment so that they can
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focus more on the result integration procedure.

Second, the web-based collaborative analysis researcher comments that the pro-

posed approach provides a powerful and convenient vehicle for communication among

the analysts. The system provides two channels for the analysts to share their obser-

vations and localized detection results. First, they can identify the suspicious areas

in the network so that other analysts can conduct detection at a finer granularity in

the areas. Second, the analysts can directly share the suspicious that they identify

and assist other analysts in their tasks. Sharing only the suspicious areas and the

detection results will greatly reduce the communication overhead among the analysts.

Third, all the experts believe that the methods to measure the performance of

analysts are very necessary for collaboration work. The schemes include the reward

incentives and the performance monitoring procedures. The reward incentives inspire

the rational analysts to carefully conduct the attack detection tasks to maximize

their evaluation effectiveness. At the same time, the cross-comparison between the

analysts’ results and the final decisions of the administrators prevents the analysts

from trading detection accuracy for response time. The two schemes together can

reduce the false positive and false negative alarms. At the same time, the degradation

of the performance of any analysts can be easily discovered by the administrators.

6.6 Limitations

We hope our work will bring a discussion on exploring collaborative visualiza-

tion methods for information security applications, especially in distributed settings.

There are still several limitations of our present work. One limitation is that the
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communication among distributed team members is limited. We plan to improve it

for time-critical applications by allowing analysts to share ongoing results through

introducing uncertainty visualization to our system. Another limitation is that it

is still challenging for administrators to make decisions when conflict results occur.

Thus additional decision making tools are necessary for such case. We plan to study

relevant work from social science to improve the workflow for this purpose.



CHAPTER 7: EVALUATION OF COLLABORATIVE VISUALIZATION

7.1 Introduction

With the increasing challenges of data analysis and visualization, collaborative

problem-solving has started to attract interest of visualization researchers. Recently,

Bresciani and Eppler [17] analyzed the impact of visualization on knowledge sharing

in situated work groups and showed that interactive visualization could bring positive

and productive changes for group work. As described in [74], while the concept of

collaborative visualization is not new, research on the process of collaboration is

relatively scarce. To develop effective collaborative analysis solutions, we need to

explore the benefits of coordination and communication for the appropriate design of

collaborative visualization.

Collaborative analysis is a necessary and promising direction to handle the ex-

plosion of data volume and visualization challenges [58]. Such techniques are often

required for application fields where task complexities can easily overrun computing

power and algorithm intelligence. Especially in security visualization, efficient collab-

oration mechanisms are crucial to provide time efficient solutions that can process a

large amount of data in real time. While visualization techniques have been explored

for assisting individual analysts with detection tasks, the problem of collaborative

analysis for such applications is open. This chapter is to provide useful information
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on the designs of such collaborative analysis systems through a formal user study.

Our motivation comes from the fact that security teams cost too much time for

protecting networking environments traditionally. In order to improve the efficiency

of security teams in network protection, as a result, more security teams are now

deploying visualization systems that allow experts to monitor the security state of a

network. Collaborative visualization can provide a practical solution to overcome the

ineffectiveness of automatic detection algorithms, limits of computing resources, and

complexity of advanced malicious attacks. Especially for intrusion detection, where

new or unknown attacks are often introduced, having a group of experts analyzing

data effectively in real time is crucial to provide accurate and time critical results.

In this chapter, we design and perform a formal user study to evaluate collaboration

of participants in different aspects of collaborative visualization on intrusion detection.

The common collaborative detection aspects include task prioritization, task selection,

task coordination, and communication. Our study compares these aspects under two

important collaboration environments: distributed and co-located settings, which are

both possible solutions for intrusion detection tasks. To provide general information

on collaborative intrusion detection, we design our detection tasks solely based on

the identification of visual patterns from simulation datasets. User performance and

detection accuracy are analyzed and summarized.

The main contribution of this chapter is that our evaluation study explores and

summarizes collaboration strategies for network security applications. Our results

can provide guidelines for future design and development of collaborative security

visualization systems. The coordination and communication strategies can also be
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used for general collaborative visualization design.

7.2 User Study for Collaboration Visualization

To design collaborative intrusion detection methods we need to understand how

these methods are used by teams in different environments. In particular, we need a

better understanding of how team members coordinate their activities for intrusion

detection tasks. Our study is designed to provide the comparisons of user collabo-

ration in distributed and co-located environments respectively. In this exploration,

we are guided by the common collaborative detection aspects from coordination and

communication in [71], which include task prioritization, task division, conflict solv-

ing, decision making and knowledge sharing.

We start from describing distributed and co-located collaboration environments

briefly. Then we introduce the detection goal and visualization methods applied in

the user study. The details of our user study design are presented at last.

7.2.1 Distributed and Co-located Collaboration Environments

The distributed setting is often used for applications which allows users from dif-

ferent locations to access data remotely and shares data analysis results through an

web-based interface. For example, security data can be collected and stored at one

or multiple servers. Users from different locations may access all or portions of the

data according to the collaboration design. Generally users share their results of data

analysis by exchanging snapshots from visualization systems or summaries directly.

Different from distributed setting, the co-located setting is used for collaboration

environments such as multi-panel or tabletop displays. Users may have a common
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visualization space as well as their own work spaces. For example, several analysts

can gather around a tabletop display and analyze a complex networking attack. Com-

munications for both data analysis and conclusions are made face to face directly.

Both distributed and co-located collaboration environments can be adopted for

intrusion detection. Comparing these two collaboration environments, distributed

teams involve less social interaction and focus more on analysis tasks. However, one

major problem is to maintain trust among team members, since it is hard for them

to keep track of the other members’ work status. Conversely, co-located teams are

more socially oriented and thereby maintaining high cohesion among team members

[136]. On the other hand, co-located team members may have difficulty to express

their conflict ideas.

7.2.2 Intrusion Detection with Visualizations

This user study concentrates on detecting Sybil Attacks collaboratively under the

distributed and co-located environments. Three detection strategies and visualization

have been introduced in Chapter 5. As demonstrated in Figure 39, a matrix visual-

ization of normal network topology generally has an appearance of random pattern

as shown on the left image of Figure 39. While the middle and right patterns, gen-

erated by reordering the node sequences, are indications of potential Sybil attacks.

The white nodes located on the left bottom corners are suspicious in such patterns.

In our study, as long as one of the visualization image demonstrates the suspicious

patterns, participants can identify Sybil attacks in a respective time period.

Additionally, 2D histogram visualization has been used as shown on Figure 40,
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Figure 39: Left: general topology matrix does not reveal suspicious patterns. Middle
and Right: a suitably reordered topology matrix with a certain time range can reveal
traces to identify malicious nodes.

which can reflect data properties along the time axis based on attack features. The

time histogram is a grey scale image in the space of node index and time step. For

every node at each time step, its “significance” value is measured corresponding to

the attack features, and a histogram is generated by linearly mapping all the signifi-

cance values onto grey colors. The significance values are calculated by the following

procedure. At each time step, the nodes are grouped together if they shared the same

set of neighbors. With this method, each node belongs to only one group at each

time step. The significance value of a node is set as the size of its group divided by

the largest group size at this time step. Larger significance values are painted with

brighter colors. The time histogram is generated by traversing all the time steps.

Figure 40: In the time histogram, bright lines indicate suspicious degree of durations.
The fourth duration has the highest suspicious degree because of its brightest lines.

This time histogram assists participants to identify attack durations. Since fake
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identities of Sybil attacks usually appear and move in groups during a certain time

period, they share a large portion of neighbors for multiple time steps. The time

histogram collects this grouping information and produces obvious patterns along

the time axis.

In conclusion, the matrix and 2D histogram visualizations have been used in dif-

ferent steps in our user study to achieve different goals.

7.2.3 Design of User Study

In order to gain insight into what features are necessary for effective collaborative

security visualization systems, a user study has been conducted to examine collabora-

tive behaviors in distributed and co-located settings. To isolate effective collaboration

designs from specific detection methods, all data interaction capabilities have been

removed and only tasks related to visual exploration of image patterns have been

used in the user study.

During the study process, participants were asked to perform collaborative intru-

sion detection through finding certain visual patterns under the settings of distributed

and co-located collaboration respectively. Our study was divided to several different

steps including task initialization, division, classification, modification, confirmation

and decision making. In the study, participants were observed by investigators to

record their collaboration reactions. Both the observation and results of participants

were used to measure user performance and accuracy.

Matching effective communication strategies with successful participant perfor-

mance yields insights into what collaborative features should be included in a vi-
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sualization and at what point in the collaborative analysis process they should be

made available to the participant. The following describes the details of subjects,

materials, and procedure of our user study respectively.

7.2.3.1 Participants

The participants in the study were 10 volunteers, 2 females and 8 males. They were

graduate students in the major of computer science. About half of the participants

had visualization or computer graphics backgrounds. The ages of participants ranged

from 20 to 30. The ten participants formed five collaboration paired teams. For all

the five teams, the 2 participants in each pair had known each other before the study.

They had previously co-working experience. It is consistent with real-life scenarios

that collaborators are often acquaintances.

In our study, each pair of users were required to do collaborative detection un-

der one of distributed and co-located environments firstly, then they changed their

collaboration environment to detect attacks with a different dataset.

7.2.3.2 Materials and Interface

The materials were images generated with a set of network simulation datasets.

Two datasets were used to switch for different collaboration environments. There

were one hundred nodes and ten thousand time steps in each dataset. In the first

dataset, three Sybils existed at two durations of 3000-4000 and 7000-8000; in the

second dataset, five Sybils existed at two durations of 2000-4000 and 6000-8000. To

simulate the difficulty in selecting proper tasks, we divided each dataset into ten equal

parts. For each part, we generated a matrix visualization image group including one
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general topology matrix and three reordered topology matrices by the three detection

algorithms. A task was defined as the detection of suspicious patterns from an image

group.

As shown in Figure 41, some matrix visualization images contained random noises,

and the others contained visual patterns at different degrees. We defined the sus-

picious degree of an image as the significance of patterns from noises in perception.

For example, the suspicious degrees of the images from the first to the third row in

Figure 41 were from low to high, as the third row contained obvious square patterns

which were considered to be malicious.

We had carefully selected the ten tasks for each simulation set, so that they included

all the three cases of no attacks, subtle attacks, and obvious attacks. Since part of

an effective security visualization was able to confirm a “safe” state in the network,

it was crucial to include tasks without attacks.

Figure 41: Examples of images used in the study. The patterns from the first to the
third row were ranging from random to obvious. Correspondingly, their suspicious
degrees were from low to high.
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Figure 42: Interface of User study

To isolate the effects of coordination from detection strategies, we kept our study

interface simple. As shown in Figure 42, the materials were arranged in the Windows

Explorer on the left. Each row showed four images belonging to the same task. Users

could easily view images in rows and enlarge a specific one during the analysis process.

This simulated a small-multiples view, which allowed users to rapidly identify patterns

that indicated possible attacks. On the right of the screen, the Google Chat windows

were located for communication, especially for distributed teams.

7.2.3.3 Procedure

Our study was composed of two trials under distributed and co-located collabora-

tion environments. The orders of the two trials were altered for the five collaboration

teams. Two groups started with the distributed setting and the other three with

the co-located setting. Similarly, the orders of the use of dataset were altered. This

design balanced potential differences caused by the trail order.

Each computer was set up with a Google Chat session, small-multiples view, and

Google Spreadsheet for inputting analysis results. In the co-located setting, partici-
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pants shared a computer. In the distributed setting, participants were placed on two

separate computers and they were instructed to communicate via the Google chat.

For each finding, participants followed a specific text format to report results, like

“Dataset: 1, Task: 2, Classification: maybe attack, Notes: three suspicious nodes in

top right corner of visualization 2”. The fixed text format allowed us to collect data

statistics automatically.

After explaining the goal of the study, we held a training session for each pair of

participants. During the training session, we demonstrated the procedure of data

analysis with an example dataset. All components including visual pattern explo-

ration, communication chat session and spreadsheet session were explained in detail

to ensure that all participants were able to complete tasks successfully.

Except the differences between distributed and co-located collaboration settings,

the procedures for their trials were the same. The participants were instructed to

detect all the suspicious patterns among the provided materials through six steps,

which corresponded to different stages of collaborative analysis.

Step 1 - Task initialization: Participants started by identifying the suspicious de-

grees for ten tasks based on the time histograms (Figure 40). A pair of participants

worked together to assign each task a reward value, which was designed to represent

the suspicious degree of each task. The reward values were scaled from one to ten,

with ten being most suspicious degree. These initial reward values were recorded in

a spreadsheet.

The results of task initialization provided participants an estimation of the time

cost for each task. The team members could use this information to negotiate a
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suitable task division in the next step.

Step 2 - Task division: The second step was to divide tasks between the two

partners. Instead of assigning tasks to participants, our study allowed each team to

divided the tasks actively through negotiation and their initialization of tasks. The

behaviors of the participants were observed closely during this step. We believed that

the design of this step could come up with different effective collaborative analysis

strategies.

Step 3 - Detection via task classification: After dividing the tasks, participants

started to analyze their tasks by studying the corresponding images in the small-

multiples panel and classifying the tasks into four categories. These four categories

were defined including definitely no attack (DNA), maybe no attack (MNA), maybe

attack (MA), and definitely attack (DA). The highest suspicious degree among the

four images belonging to the same task was used to assign the task category and was

recorded into spreadsheet. These categories were used not only to measure analysis

accuracy, but also for communication (especially in the distributed setting) since the

spreadsheet was updated at all locations in real time.

Step 4 - Modification of task reward value: After the detection step, each partic-

ipant could modify the reward values of his or her tasks according to the detection

results. The modified task rewards were marked. This modification emphasized the

uncertain and complex tasks with dramastically increasing or decreasing of reward

values. It also helped the partners to effectively re-analyze these tasks, which was the

next step.

Step 5 - Confirmation: In order to observe how team members solve conflicts in
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collaboration, we designed this step for participants to switch tasks and check the de-

tection classifications of their partners. We compared how participants challenged the

decisions of their partners under two different environments. This step was important

for the two partners to achieve consensus results.

Step 6 - Decision Making: Conflict was a common issue in collaboration work. After

the step of confirmation, it was unavoidable that conflict results of some tasks existed

between team members. In order to solve the conflicts, the paired teams discussed

to make a final decision for each task on its suspicious category. We observed the

behaviors of paired teams to solve conflict opinions and the way they made decisions

under different conditions. We studied the factors that influenced the decision making

for collaboration detection.

7.3 Results and Analysis

In this section, we present the data analysis of the user study results and discuss our

findings. For clarity, we assigned a unique label in these results for each group (G)-

environment (C)-dataset (D). For example, G1-C1-D1 indicated the first collaboration

team performed under distributed environment to analyze the first dataset. G3-C2-

D2 indicated the third collaboration team performed under the co-located setting

to analyze the second dataset. Based on the results of the user study, we analyzed

the coordination and user communication aspects under distributed and co-located

environments.
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7.3.1 Coordination

As described in [82], coordination is the attempt by multiple entities to act in

concert in order to achieve a common goal by carrying out a script/plan they all

understand. Thus building up such a good script for team members is the key point for

the whole collaboration process. Coordination should be defined by the combination

of tasks, tools, and communication [98]. In this section, we discuss the procedures and

the value of coordination including the updating of reward values, the task division,

the task confirmation, and the decision making.

The updating of reward values: As we introduced, paired participants made an

initial assumption together for each task based on time histogram visualization. Af-

ter detection with matrix visualization, the reward values for suspicious degree were

modified if necessary. We observed that almost all participants started their assump-

tions for the tasks with brighter lines in time histogram. For these higher suspicious

tasks, they could make quick assumptions. For example, the durations of 3000-4000

(task 4) and 7000-8000 (task 8) of the first dataset had been assigned high reward

values both in distributed and co-located settings as shown in Figure 43. In intru-

sion detection, these suspicious durations should be drawn more attentions than the

other durations. Therefore, the time histogram visualization, as a general view for

all durations of network dataset, was demonstrated to be helpful for improving the

efficiency of collaboration detection.

From Figure 43, we could find that the curves of average reward values were very

similar for the first four tasks under two environments, but quite different for tasks 6, 7
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Figure 43: Task initialization for average reward values assumption of data 1.

and 8. The patterns of these tasks were not obvious in time histogram. The co-located

setting tended to lead to higher reward values for these tasks than the distributed

setting. Since detection and task analysis had not been introduced at this step, we

analyzed the reasons for causing the differences through observing the communication

between team participants. We found that the co-located team participants had much

more communication to share their opinions directly. They had stronger confidence

on their choices of the reward values. Also, the convenient communication brought

more trust for teams. Conversely, the distributed teams were more conservative as

fewer communication through Google chat session. Their communication was simple

without much knowledge sharing. In summary, co-located teams made audacious

assumptions while distributed teams made conservative assumptions for these unclear

tasks.

Figure 44: The modification of average reward values after task detection for data 1.

Interesting thing happened after participants finishing the task detection with ma-

trix visualization. Figure 44 showed the modification of average reward values for
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data 1. The distributed teams updated higher reward values for the suspicious tasks

than the co-located teams, which was different from Figure 43. This indicated that

distributed setting leaded to more accurate detection than the co-located setting. We

observed the Google chat history of distributed teams and found that the participants

in distributed teams stopped their communication during the detection step. They

worked independently and focused on solving the tasks by themselves completely.

Differently, the co-located teams kept communication in every step of user study. In

summary, the focus on task analysis influenced the performances of participants for

distributed and co-located teams.

The task division: In our study, we allowed the paired participants to divide the

tasks actively by themselves. We concluded three strategies of task division for paired

collaboration teams with different backgrounds and environments.

The first strategy divided tasks equally, such as the G1-C1-D1 in Figure 45 assigned

five tasks 2, 3, 5, 8 and 9 to one participant and the rest to the other. This team

assigned the highest reward values to tasks 3 and 7 and separated them to the team

participants fairly. Similarly, G1-C2-D2, G2-C2-D1, G4-C1-D1, G5-C1-D2, and G5-

C2-D1 selected tasks equally.

The second strategy of task division was to divide tasks to balance workload. For

example, in Figure 45, the tasks of G4-C1-D1 in green included one highest reward

value task with other five lower reward value tasks. The suspicious degrees of red

tasks were in the middle levels. This strategy gave the first participant more time to

focus on the most suspicious tasks and balanced the workload. Similar case included

G3-C2-D1.
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Figure 45: Task division with reward values. The upper figure is the task division
under distributed settings; the bottom figure is the task division for co-located teams.
There are five paired teams under each environments. In each team, the reward values
of ten tasks are plotted. Red and green colors are used to indicate the tasks are divided
to different participants for each team.

The third strategy of tasks division was based on background and interests of par-

ticipants. In G2-C1-D2 (Figure 45), one participant took seven tasks (red) including

the most suspicious one. This participant had visualization background and he was

interested in our collaboration detection visualization. In G3-C1-D2 and G4-C2-D2,

the tasks with high reward values were all assigned to one partner, as they had past

experience on network security analysis. This strategy emphasized the results of

participants with related background.

The task confirmation: We further studied how participants communicated with

their partners when they had conflict opinions. We analyzed the modified results of
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all tasks and the talk or chat histories during the user study.

Table 3: Results of task classification and re-classification under the distributed envi-
ronment. The initial classification results are in front of the re-classification results.
The suspicious tasks of D1 are task 4 and task 8; the suspicious tasks of D2 are task
3, 4, 7 and 8. The classification results of DA and MA for suspicious tasks were
considered as successful detection.

Tasks G1-C1-D1 G2-C1-D2 G3-C1-D2 G4-C1-D1 G5-C1-D2
task 1 DNA/MNA MNA/MNA MNA/MNA DNA/DNA MNA/DNA
task 2 MA/DNA MA/MA MA/MA DNA/MNA MNA/MNA
task 3 MNA/MNA MA/MA DA/MA DNA/MNA DA/MA
task 4 DA/DA DA/DA DA/DA DA/DA DA/DA
task 5 DA/MA MA/MNA MNA/MNA MA/MA DNA/DNA
task 6 MNA/DNA MA/MA MA/MA MA/MA MNA/MNA
task 7 MA/MA DA/MA MA/MA MNA/MA MNA/MNA
task 8 DA/DA DA/DA MA/MA DA/DA DA/DA
task 9 MNA/MA MA/MA MA/MNA MA/MA DNA/DNA
task 10 MA/MA MA/MA MNA/MA MA/MA MNA/DNA

Table 4: Results of task classification and re-classification under the co-located envi-
ronment. The initial classification results are in front of the re-classification results.

Tasks G1-C2-D2 G2-C2-D1 G3-C2-D1 G4-C2-D2 G5-C2-D1
task 1 DN/DN DNA/MNA MNA/DNA DNA/DNA DNA/DNA
task 2 MA/MA MA/MNA MNA/MNA MA/MA DNA/DNA
task 3 MA/MA DA/MA MNA/MNA MA/MA MA/MNA
task 4 DA/DA MNA/DA MA/DA DA/DA MA/DA
task 5 MNA/MNA DA/MA MA/MNA DNA/MNA MNA/DNA
task 6 MNA/MA MNA/MA DNA/MNA MNA/MNA DNA/DNA
task 7 MNA/MNA MA/MA MNA/MA MA/MA MA/MA
task 8 DA/DA MA/DA MNA/DA DA/DA DA/DA
task 9 MA/MA MA/MA DNA/MA DNA/MNA MNA/MNA
task 10 MA/MA DA/DA MA/MA DNA/MA MA/MA

Tables 3 and 4 showed the results of task classification and re-classification under

the distributed and co-located environments. For these results, we considered tasks

with classification of DA and MA as suspicious, while tasks with classification of

DNA and MNA as unsuspicious. For distributed teams, we found that different
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classification results appeared frequently for the tasks adjacent to the suspicious tasks

and the classifications for the suspicious tasks were all correct. We observed that

distributed teams showed their doubts to their partners directly by modifying the

classification results mainly based on their own judgement. In contrast, co-located

teams discussed the results whenever there were different opinions. Although this

step was not for the final decision, the two partners all tried to reach a consensus.

Co-located teams demonstrated a better trust between the team partners. Also, we

observed that the co-located team did not challenge their partners as frequently as

distributed teams.

Additionally, allowing participants to confirm their partners’ work increased the

accuracy of the detection results. For example, in Table 3, group G1-C1-D1 enhanced

their classification of task 2 from MA to DNA. In Table 4, group G5-C2-D1 modified

the task 3 results from MA to MNA. Especially for co-located teams, the accuracy

of suspicious tasks improved significantly. For example, in Table 4, group G2-C2-

D1 explored the suspicious task 4 from MNA to DA; group G3-C2-D1 identified the

suspicious task 8 from MNA to DA.

The decision making: Understanding how participants reached their decisions was

important and helpful to improve the efficiency of collaboration. There were a number

of factors influencing decision making, such as participants differences, trusts, sharing

information, and cognitive biases. We analyzed the decision making process and

summarized three decision making styles in our study.

The first style was the decision made by a single participant. This style appeared

in the teams of participants with different background. For example, in one team,
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one participant had research experience related to network security and the other

participant had not. The participant with network security background hold a leading

position in task analysis. Under this style, participants could make decisions easily

and solve conflicts quickly.

The second style was simply averaging the results of two partners. The reward

value was the main factor for final dicisions. The participants calculated the average

reward values of each task in the detection and confirmation steps. The average

reward value in this way was a compromise result for both participants.

The third style was to make decisions through negotiation. Negotiation for decisions

required more trust, sharing information, and effective communication in teams than

the previous two styles. Therefore, most co-located teams made decisions in this

style because of their convenient communication environment. This style took both

participant opinions into account and the decisions were fully supported by the teams.

The three decision making styles had limitations respectively. Decision by a sin-

gle participant did not take the advantage of the whole group; decision by averaging

might ended with results that no one in the team fully agreed; decision by negotiation

costed more time as it involved of more communication and knowledge sharing. In

conclusion, different style of decision making should be designed for different condi-

tions and requirements.

7.3.2 Communication

For better understanding what information the collaboration teams exchanged and

the reasons for the communication, we analyzed the teams in detail under both dis-
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tributed and co-located collaboration environments.

Communication occurrences: In our study, communication occurred frequently in

the steps of task initialization, task division and decision making. For co-located

environments, communication also happened in the step of task confirmation.

During task initialization, participants observed time histogram and compared the

brightness of time histogram for each task. They discussed the suspicious time du-

rations and assigned the reward values. These communication helped participants

understand each other’s security background and the differences of tasks.

Based on the task initialization results, participants communicated to divide these

tasks. They shared their past work experience and their interests for intrusion detec-

tion tasks. Usually, they tried to balance the workload for each other. It was possible

that some experienced participants received more or heavier tasks, which maximized

their abilities in detection.

Decision making needed communication for both distributed and co-located envi-

ronments. Participants discussed their findings and reasons for the conflicted tasks

and verified them. The participants zoomed the matrix visualization for details and

shared their confidence and evidence to their partner, and tried to convince their

partner. Through their performance and their experience, they made decisions by

one of the three styles described earlier.

Communication was more engaged in the step of task confirmation in co-located

environment than distributed environment. Co-located participants expressed their

doubts with reasons to their partners and tried to modify conclusions with their

partners’ agreement.
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The value of communication: Communication was an important issue in our col-

laboration detection and it occurred in almost all tasks. The values of communication

between team participants included:

1. building trust between participants

2. focusing on suspicious tasks and improve efficiency

3. maximizing participants’ ability and improve accuracy

4. solving conflicts with evidence

5. reducing the cost of detection

Communication was more common in co-located settings and it needed to be im-

proved for distributed teams. In distributed teams, though the Google spreadsheet

was provided for team members to keep work awareness, the information sharing

especially the reasons of their findings was still weak.

7.4 Discussion

In this section, we discuss the general performance of collaboration teams under

distributed and co-located environments. We also talk about two human factors,

trust and sharing for decision making, which should be enhanced in our design.

Table 5: Average response time for each step.

Steps Distributed(min) Co-located(min)
Step 1 4:51 3:16
Step 2 0:39 0:41
Step 3 3:10 5:10
Step 4 1:58 1:30
Step 5 3:13 4:16
Step 6 10:19 9:55

From Tables 3 and 4, the teams detected all suspicious tasks except the first group
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did not find the malicious patterns for task 7 under co-located setting. Generally,

their performances on the accuracy were almost the same. However, we found that

the time they spent on each task was different. We recorded the response time of

collaboration teams for each step and calculated the average response time shown in

Table 5. From the results, we found that distributed teams performed faster in steps

3 and 5 while spent more time on the other tasks than co-located teams. Since steps

3 and 5 were task detection and confirmation, both of them needed the participants

to focus on tasks. Distributed teams was in task-related working style as they were

not distracted by the other things, such as the partners activities. While the steps 1,

2, 4, and 6 needed teams had a good communication environment, which showed the

benefits of co-located settings. In conclusion, communication was the “lubricant” to

make collaboration better. On the other side, too much communication could distract

the focus of teams.

The final step in our study was to make decisions for tasks. Usually, conflicts were

inevitable for group decision making because of the task uncertainty and individual

differences. Each participant used his domain knowledge to make a decision. The

decision might be disagreed by the participant’s partner. In such a situation, par-

ticipants had to collaborate and exchange information to reach a consensus. Thus,

human-related issues such as trust and sharing needed to be brought into the proce-

dure of decision making.

One kind of human trust was built by familiarity or similarity belief [73]. In our

study, the paired participants had such direct trust as they had previous co-working

experience. Another kind of trust is built dynamically during the detection process.
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We observed the division strategies usually changed in our study. For example, group

2 divided the tasks equally in the beginning under co-located setting. But after they

finished the first study, one participant were assigned seven tasks in the second study

under distributed setting. We found this participant showed a big interest and took a

leading position in the first study, and his partner agreed with him most of the time.

Thus, his partner trusted him for his previous performance and agreed to assign more

tasks to him in the second study. Similar cases happened in groups 3 and 4. They

initially used the division strategies of workload balance, then they switched their

division strategies based on their increased trusts between team participants.

Sharing information was another factor to solve conflicts. Sharing information did

not only allow participants to exchange their findings, but also the reasons behind

the findings. In co-located environment, participants could point out their findings in

matrix visualization images and talk about their findings with conclusion and sugges-

tion to their partners. But we observed that for distributed teams, they only shared

their results and hardly showed their reasons. Thus, methods to help distributed par-

ticipants sharing their findings with reasons were needed to improve the performance

of distributed teams to make decisions collaboratively.

7.5 Conclusion and Future Work

Collaborative analysis is one practical solution for important and time-critical in-

trusion detection tasks. This chapter presents a formal user study to evaluate several

aspects of collaborative detection design, including coordination and communication,

through exploration tasks with visual patterns. We conclude several strategies on task
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division and decision making in coordination. We observe and analyze the commu-

nication occurrences to summary the values of communication. Our study compares

two common collaboration environments, which can both be used for intrusion de-

tection systems. Our results and data analysis provide useful insights to design and

evaluate collaborative intrusion detection methods.

In the future, we plan to use our summarized strategies of communication and

coordination to improve design of the other security systems. This study can also be

extended to other collaborative visualization applications.



CHAPTER 8: CONCLUSIONS

This dissertation provides new visualization methods for exploring network topol-

ogy efficiently through two aspects: spectrum-based network analysis and collabora-

tive visualization technique.

For spectrum-based network analysis, we explore unsigned and signed network

topology structure by utilizing the features of node distribution and coordinates in the

spectral space. Our methods can assist users to reveal the global topology structure,

the importance of individual nodes and edges to each network community, and the

relationships of friends or foes among the members for unsigned and signed networks.

Our approaches include an automatic and non-iterative network layout algorithm and

several interactive visual analytics tools for analyzing complex network topologies.

Several additional spectrum-based features, such as a consistent framework of edge

and node randomness measurements, are integrated in our methods. Comparing to

the other approaches, our methods are demonstrated to be efficient and effective for

complex network analysis.

For collaborative visualization technique, we incorporate results from models of

human behavior, teamwork theory, and interface design to propose collaborative vi-

sualization framework to improve the efficiency for network visualization analysis

by multiple users. In our design, we use a network security application which an-
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alyzes the features of network topology under various Sybil attacks. We propose

several guidelines and heuristics to enable multiple users collaborate effectively to

detect suspicious attacks, sharing information, and communication. Also, we design

a user study to evaluate how users collaborate to tackle the problems under different

collaboration environments, which are both available for real network visualization

applications. We conclude several coordination strategies and summarize the values

of communication for collaborative visualization.

In the dissertation, our approaches have been demonstrated to be efficient with

both synthetic and real-life networks. The computation complexity and scalability of

our network analysis approaches prove the potential of our approaches to handle large-

scale networks. Our approaches can also provide helpful information for future design

and development of collaborative visualization systems. We believe the analysis of

network topology is a field with much potential to explore in the future.
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